
UNCLASSIFIED

AD NUMBER

LIMITATION CHANGES
TO:

FROM:

AUTHORITY

THIS PAGE IS UNCLASSIFIED

AD865949

Approved for public release; distribution is
unlimited. Document partially illegible.

Distribution authorized to U.S. Gov't. agencies
and their contractors; Critical Technology; JAN
1970. Other requests shall be referred to Air
Force Rome Air Development Center, EMCRC,
Griffiss AFB, NY 13440. Document partially
illegible. This document contains export-
controlled technical data.

radc, usaf ltr, 27 aug 1973



CO 
00 

9 

RADC-TR-69-424, Volume II 
Final Technical Report 
January 1970 

INTEGRATED FUNCTION (CNI) WAVEFORM STUDY 

povox Research Laboratories 

This document is subject to special 
export controls and each transmittal 
to foreign governments or foreign na- 
tionals may be made only with prior 
approval of RADC (EMCRC), GAFB, 
N. Y. 13440. 

D D C 

MAR 13 1970 

Üübü3lMtfl£ 
B 

ti 

Rome Air Deve*        A Center 
Air Force SysK   . command 

Griffs*-. Air Force Base, New York 

eft 



·•· 

THIS DOCUMENT IS BEST 
QUALITY AVAILABLE. THE COPY 

FURNISHED TO DTIC CONTAINED 

A SIGNIFICANT NUMBER OF 

PAGES WHICH DO NOT 

REPRODUCE LEGIBLYo 



When US Government drawings, specif! at ions, or other data are used for any purpose other 
than a definitely related government procurement operation, the government thereby incurs 
no responsibility nor any obligation whatsoever  and the fact that the government may have 
formulated, furnished, or in any way supplied the said drawings, specifications, or other 
data is not to be regarded, by implication or otherwise, as in any manner licensing the 
holder or any other person or corporation, or conveying any rights or permission to manu- 
facture, use, or sell any patented invention i:hat may in any way be related thereto. 

AWeSJPH'iiT 

SH wire u.vm 3j 
SOC Btff ttCflOM J 

mwmmt D 
«vr» !....<»   

4) 
9;   !, tD in/MtU»'IITT COOES 

01;;!       MR,, «;.«i or SHGML 

n Is*. 

Do not return this copy.   Retain or destroy. § 



ABSTRACT 

This Final Report, presented in three volumes, describes a compar- 

ison of candidate spread spectrum waveforms and the selection of a 

preferred waveform Co perform Integrated communication, navigation, and 

identification (CN1) functions.  Satellites are presumed available in 

appropriate orbits for global communication and navigation. A,coordi- 

nated frequency/hop/pseudonoise/time hop (FH/PN/TH) waveform is made 

considering such factors a* efficient use of satellite ERP in the re- 

mote mode, multiple access of wide clvnnmif range signals in the direct 

mode, rang» and range rate measurement accuracy, initial synchroniza- 

tion, and equipment complexity for full capacity implementation in a 

nominal 100 MHz bandwidth. 

Since CNI system requirements are not presently known, the wave- 

form choice has been made considering a postulated worst case environ- 

ment based on future air traffic control requirements. 

Implementation of the preferred CNI waveform will depend on certain 

technology developments particularly in the areas 0f wide dynamic range 

receivers, phase coherent frequency hopping, high peak power pulse trans- 

mitters, and LSI digital devices.  However, a demonstration concept can 

be advanced within the present state-of-the-art to illustrate the pre- 

ferred waveform with scaled parameters. 

Volume I covers the concept formulation studies leading to the 

preferred waveform and demonstration concept while Volume II summarizes 

the detailed performance and operational analysis.  Volume III presents 

navigation considerations for the enroute case. 

ill 
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SECTION VII 

PERFORMANCE ANALYSIS AND SIMULATION 

This section in Volume II of the Final Report for Integrated Function (CNI) 

Waveform Study presents i;he performance analyses conducted in support of the con- 

cept formulation and jompadsor of candidate waveforms described in Volume I.   The 

studies cover channel modeling and detailed performance tradeoff evaluations of 

various techniques that were considered during the program. 

For a user terminal involving an essentially omnidirectional antenna, multipath 

becomes a particularly important problem area.   The multipath modeling employed 

for the study is, accordingly discussed first. 

7.1   MULTIPATH MODELING 

Significant evidence indicates substantial multipath can exist for satellite-to- 

aircraft links as well as links with similar geometry, such as aircraft-to-aircraft 

and satellite-to-satellite.   Under a recent study conducted by NASA*, satellite-to- 

satellite multipath intensity was evaluated and found to be significant (approaching 

desired signal level) when a user satellite was at altitudes between 100 and luOO n iles 

above the earth and was attempting to relay information through a synchronous satel- 

lite.   It is contemplated that satellite-to-satellite multipath measurements will be 

.made in the near future, in support of this Data Relay Satellite System Program. 

Substantial multipath has been measured by K. L. Jordan** of Lincoln Labora- 

tory, in support of the TACSAT Program.   These measurements were conducted at 

2C0 MHz and showed significant multipath for the satellite-to-aircraft link, wherein 

the aircraft was a C135 flying hi altitudes in excess of 25,000 feet.   Using correlation 

techniques, Jordan was able to measure the intensity of the reflected signal off the 

earth as well as the direct path signal level and such statistical parameters as the 

fading bandwidth of the received signal.   His measurements have indicated that when 

* 
Wachsman and Ghais, "Multipath and RFI Characteristics of a Data Relay Satellite 
System," ITCAJSA/*69, September 1969. 

** 
K. L. Jordan, "Measurement of Multipath Effects in a Satellite-Aircraft UHF Link, 
pp. 1117-1118, Proc. IEEE, June 1967. 

-199- 



the reflecting surface Is a calm sea, specular reflection will occur at angles below 10 

degrees (at 230 MHz) and that the reflection will be primarily diffuse when the grazing 

angle is in excess of 20 degrees.   Furthermore, the intensity of the reflected energy 

can be equal to. or in some instances greater than, that associated with the direct path, 

depending upon the variations in the receiver antenna pattern.   Receiver antenna pat- 

terns have variations of up to 6 db when observed in various planes of polarization; 

thus, while theory would indicate that the multipath should be equal to or less than 

the direct signal, such anomalous antenna behavior can cause the reflected signal to 

appear larger than the indirect signal. 

Multipath is of concern to such agencies as the FAA because of its deleterious 

effects on the conventional traffic control beacon (ATC) system.   Measurements con- 

ducted by Joseph Hermann, * in the late 50's, at the Indianapolis Airp >rt, indicated 

that in such an environment multipath between aircraft and conventional air traffic 

control ground stations, as well as between aircraft, can be 'mite significant, normally 

on the order of 6 db below the direct signal path, but in some instances can be equal 

to the direct signal path strength,   To combat the effects of multipath, the FAA initiated 

studies into broadband coding techniques, such as tx'uncated Reed-Solomon coding, to 

provide signal immunity in the presence of multipath. 

This discussion describing the existence of multipath on various types of links 

that are similar to those in a CNI system, serves to point out the fact that multipath 

can in fact exist and that it can be a significant factor in the determination of the final 

performance of any CNI system. If full coverage service is to be provided by a CNI 

waveform, then this waveform must combat its own multipath during the entire mission. 

7.1.1   MULTIPATH MODEL FOR CNI TRANSMISSJON CHANNEL 

Prior to any in-depth analysis to determine the effects of multipath on various 

types of candidate waveform, it is advisable to determine the nature of the transmission 

channel associated with the user-to-satellite link.   What follows is a description of 

this channel in terms of its statistical time varying parameters.   The transmission 

link between any ground station with a directive antenna and a satellite is rather 

conventional and for that reason need not be treated. 

rrivate communication. 
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Shown in Figure 7-1 is the transmission link between a potential usar and the 

satellite.   The channel consists of a direct path and a potential indirect path resulting 

from reflection of me satellite signal from the earth and received by the user.   This 

link is symmetrical and the same multipath situation arises when the user is trans- 

mitting to a satellite.   The user antenna is assumed to be aimost omnidirectional, 

possessing antenna pattern irregularities on the order of + 5 decibels with respect to 

omnidirectional characteristics.   The antenna on board an aircraft will also vary in 

performance depending upon aircraft shadowing, etc.   Thus, we can expect varying 

degrees of multipath energy as seen by an aircraft depending upon the aircraft's 

attitude relative to the earth and a particular member of the satellite system. 

The direct path is characterized by a signal that is nonfading.   This is only 

approximately true since atmospheric effects and antenna irregularities will cause 

the direct path to fade to some extent.   For the purpose of this analysis, however, 

we will not consider the direct path as a fading channel.   The direct path does, however, 

have associated with it Doppler, and therefore, Doppler rate variations.   These are 

dependent upon me frequency of operation, the vector velocity, and the vector velocity 

rate of change between the user aircraft and a particular satellite.   In addition to the 

direct Doppler path there is a multiplicity of indirect signals that result from energy 

S69-1W 
UNCIASSIFIED 
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Figure 7-1.   Satellite to User Link 
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reflected from the earth's surface and arrive at the user aircraft delayed with respect 

to the direct path.   This indirect path is characterized by its dispersive nature; that is, 

a time spread in energy and a fading bandwidth is associated with the indirect path. 

The indirect path is also characterized by the type of reflection from the earth's 

surface.   This reflection is bounded by the two extremes of completely diffuse scat- 

tering or completely specular scattering.   In some instances, the indirect path is 

correctly synthesized by a combination of diffuse and specular paths depending upon 

the complex nature of the reflecting surface. 

Such a complex transmission channel can be replaced by its equivalent band- 

pass linear filter representation as shewn in Figure 7-2.   The direct path is character- 

ized by an impulse response that is essentially time invariant with the exception of 

Dopplcr, and the indirect path can be characterized by a time varying dispersive 

impulse response.   An electrical analog that can be used as a simulator for such a 

transmission channel is illustrated in Figure 7-2.   The simulator consists of a number 

SIGNAL 

569117» 
UNCLASSIFIED 
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CHANNEL 

I  KA   • MULT I PATH SPREAD 
K-l 

X'S ARE INDEPENKNT BIASED 3AUSSIAN COEFFICIENTS WITH BANDWIDTHS 
WHICH ARE EQUAUY TO TU FADING BANDWIDTH OF THE REFLECTED SIGNAL 

Figure 7-2.   Electronic Simulator of the Multlpath Channel 
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of fixed delays relative to the direct path and situations of complex multipliers and 

Doppler frequency synthesizers. 

Depending upon the wavelength of operation relative to the Rayleigh criteria, 

the reflected path will be either specular or diffuse, or a combination of the two. 

Therefore, we can expect that the multiplicative coefficients associated with the 

respective delayed signal replicas may be either Gaussian or non-Gaussian in nature. 

The Rayleigh criteria, oi roughness factor, Ah, is given in Equation (1) and repre- 

sents ■". rule-of-thumb for the dividing line between specular and diffuse scattering 

from a surface. 

Ah < X/8 sin ip 

(for specular reflection) (*) 

In general, the power associated wiih the indirect path will be constrained to be 

equal to or less than the power associated with the direct path, although In practice 

it is possible for the total energy in the reflected path to exceed that associated with 

the direct path.   This is primarily true because of antenna gain irregularities as a 

function of angle. 

In the following discussions, we will evaluate the effects of diffuse and specular 

multipath on the performance of PN systems.   We have chosen to do this because the 

diffuse and specular reflection cases represent extremes and will allow us to bound 

the performance of the above systems under extreme multipath conditions. 

The expected average time delay between the direct and indirect path for a 

satellite-iO-aircraft link is now evaluated assuming that the satellite is in a synchro- 

nous omit aid that the aircraft is at an altitude of 100,000 feet or less. 

From the geometry of the situation illustrated in Figure 7-1, we find that for 

grazing angles in excess of 20 degrees the difference in the path lengths between the 

direct and indirect path is accurately given by 

AP   =   2h sinjji (2) 

where 

:.       height of the aircraft 

;/.       graz-ng angle 
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Thus, the time delay becomes 
2h     .    , ,o, 

r,   -   —   Sillii (J) 
d c 

We expect that for grazing angles above 20° and for reasonable sea states or terrain 

rrughness factors, the primary mode of reflection will be diffuse although for certain 

surfaces specular reflections will occur. 

Given that the aircraft can be a high performance aircraft and operated at 

speeds up to roughly mach 3, the following equations adequately describe the fading 

bandwidth associated with reflected energy.   This assumes that we can represent 

the terrain in terms of a rms fluctuation in its height and that its correlation in length 

along the surface of the earth can be adequately represented.   It follows that the fading 

bandwidth is given by* 

fv = \[s   Y^s[n (l' '7r/2) vv 

fH =   ^   T £(>OS {t " 7r/2) VH 
Fading Bandwidth (4) 

where 

« = Ah/L 

Ah = rms height variations 

L = correlation distance along the reflecting surface 

V = vertical velocity relative to the earth 

V =   horizontal velocity relative to the earth 
H 

For most situations, the differential Doppler and the fading bandwidth will be essentially 

overlapping; that is, the difference in Doppler between the direct path and the indirect 

path will be smaller than the total fading bandwidth for diffuse reflection and therefore 

the direct path ard the indirect path will be overlapping in frequency spectrum for most 

circumstances. 

.1.2   THF EFFECTS ' ■■■ MULTITATH ( >N ERHÖH PROBABILITY OF PN SYSTEMS 

7.1.2. 1   The Output from the PN Correlation llcecivcr in the Presence of Multipath 

Since much of the analysis to follow, concerning the performance of PN systems, 

in the presence of multipath, depends upon an accurate knowledge of the output noise 

S.H. Durrani and H. Staras,  "Multipath Problems in Communication Between Low- 
Altitude Spacecraft and Stationary Satellites," RCA Review, March 1963, pp. 77-1(15. 
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oomponents of a correlation system, we will spend a few moments discussing the 

nature of these noise components so that the analysis will be relevant to the reader. 

The input to a correlation receiver of the type used in a PN system can con- 

sist of a variety of interference sources.   These include Gaussian background noise, 

intentional interference as well as self-noise or multipath generated from reflected 

signals cff the earth's surface. 

We will consider for the purpose of analysis that the output of a correlation 

receiver, having some processing gain (PG) or an equivalent time bandwidth product 

TW, in response to Gaussian noise and uncorrelated interference is essentially 

Gaussian.   In other words, the input noise and interference is suppressed by the TW 

product of the receiver, and this resulting amount of noise represer u t.;ie Gaussian 

noise that contributes to the degradation of the system. 

In addition to the Gaussian noise, multipath can produce non-Gaussian noise 

at the correlator output.   For :xample, if the multipath signal is essentially specular 

and the differential time delay between the direct and the indirect signal path is less 

than the duration of PN chip, the output of the correlation receiver will consist of 

tw■> components, one of which is Gaussian and the other is non-Gaussian.   The portion 

of the reflected signal within the correlation aperture will produce a randomly phased 

component that can be represented as a CW term whose power is proportional to the 

square of the correlation coefficient between paths times the power in the reflected 

path.   That portion of the reflected signal that remains outside the correlation aper- 

ture produces essentially Gaussian noise suppressed by the TW receiver product, 

and this noise can be added directly to the Gaussian noise resulting from ambient 

noise and interference. 

When the reflection is specular, a differential Doppler will exist between the 

direct and indirect path enforcing the postulation that the non-Gaussian component 

at the output of the correlation receiver will be a randomly phased CW component. 

When the reflection from the earth's surface is completely diffuse and the 

differential time delay between the direct and indirect path is less than the correlation 

aperture, the output components of a correlation receiver will be all Gaussian,    The 

ambient noise and interference will be reduced by the TW product of the receiver as 
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will the Gaussian noise produced by the reflected signal that lies outside the correla- 

tion aperture.   That portion of the reflected signal whicn lies inside the correlation 

apertures will produce a Gaussian noise component whose power is proportional to 

the square of the correlation coefficient between the direct and indirect paths times 

the amount of power in the indirect path, and this term will not be diminished by the 

TW product of the receiver. 

In the analysis which is to follow, the above model of the output of a correlation 

receiver will be utilized to obtain expressions and curves for the performance of a PN 

system in both specular and diffuse multipath.   This performance will be measured in 

terms of the expected binary error probability and later in paragraph 7. 6.2     , the 

rms time jitter for an optimum code tracking system for navigation purposes.   The 

results will indicate the tolerable level of multipath for a typical CNI waveform. 

7.1.2.2  Specular Multipath 

When we consider the indirect path to be a perfect reflection, we are able to 

approach a reasonably accurate solution to the degradations imposed on PN systems 

by multipath.   This is illustrated in Figure 7-3. 

For the purpose of analysis let us assume that the data is PSK and that the 

system is a PN coded system.   The amount of noise power found in the post-correlation 

filter is given by the following terms. 

N, (]"P2)Sind       2 
Noise in post-correlation = =TTT + —TZTT: <■ p S.   , (5) ....                               l w            i w                   ino filter .  ,  , 

Gaussian noise CW 

(Power   a ) 

Here, S.   , is the power in the indirect path. 

The noise power consists of the ambient Gaussian noise reduced by the pro- 

cessing gain plus a Gaussian noise resulting from partial decorrelation with the 

reflected path diminished by the processing gain (TW) and finally a CW term that 

represents the partial correlation p of the direct and indirect path.   The factor p i3 
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Figure 7-3,   Simplified Multipath PN System Geometry 

a number that lies between 0 and 1, and the amount of energy in the indirect path 

is a function of polarization, ground conductivity, grazing angle, etc. 

After a few algebraic manipulations, a conditional binary error probability is 

obtained with the following form. 

P (0)  = £erfc 
e 2 

A P\ 

]/2~o 
1 + 

/2S. 
ind 

A 

where 

$    9 - AuT/2, -0 is a random phase angle 

A       signal strength of the direct path 

W\ nd 
signal strength of the indirect path 

T  =   duration of the binary symbol 

A*        differential doppler radian frequency 

sinAu-jj- 

Au>- 

cos 0 16) 

Under the assumption that the phase angle 6 associated with the specular 

multipath interference is a random variable, we determine the average binary error 

probability by averaging the conditional density over a uniform density in phase.   This 

results in 

A/«' /2)erfc 
]/To 

(H K cos 0) dj* (7) 

The above equation has been programmed on a digital computer and the results are 

shown in Figure 7-4 for various values of K in tirms of direct path energy per bit 

E/N  .   K is the ratio of the signal strength of the reflected path to that of the direct 
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Figure 7-4.   Average Binary Error Probability for PN/PSK in the 
Presence of Specular Multipath and Gaussian Noise 

path weighted by the correlation coefficient p.*  Using the results shown in Figure 7-4, 

it is now possible to determine the resultant average bit error probability as a function 

of the correlation coefficient p given that the ratio of the direct to the indirect path 

is fixed.   For example, the average bit error probability versus p is illustrated in 

Figure 7-5 under the assumption that the direct and indirect signal path ratio is 

unity, the input signal to Gaussian noise is unity, and the TW product (or processing 

gain) is 12 db.   Note, that the noise power from the interfering path changes as a 

function of p; that is, the Gaussian noise contribution resulting from partial correla- 

tion approaches ".ero as a correlation between direct and indirect path increases.   If 

a conservative upper bound on the system performance is desired, this bound can 

be obtained, in most cases, bv simple drawing a straight line on Figure 7-4 between 

the average bit error probability curve for zero correlation and the K value associated 

with maximum correlation.   K ?ep ir> mind that K is the product of the ratio of direct 

and indirect signal strength times the correlation coefficient p.   Such a line repre- 

sents an upper bound on the system performance in that it does not consider the change 

In noise power resulting from partial correlation. 

This is true when   Au, T/2 is small. 
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Figure 7-5.   Average Error Probability Versus Correlation 
Between Direct and Indirect Path 

7.1.2.3   Diffuse Multipath 

In the previous discussion, the effects of specular multipath on a direct PN 

system were evaluated.   It is also of interest to evaluate the effects of diffuse scat- 

tering on PN systems since diffuse scattering will probably predominate for many of 

the L-band and X-bsnd transmissions postulated for a CNI channel. 

To carry out this evaluation, we assume that the diffuse reflected energy 

can be broken down into essentially discrete paths.   Each path will assume to be 

fading according to a Rayleigh amplitude statistic, and each path will be essen- 

tially uncor related. 

As two extreme cases, either the total time spread in the indirect path is 

assumed to be equal to the duration of one PN chip or the time spread is assumed to 

be much greater than the duration of a chip.    Furthermore, it is assumed that  ;ach 

of the paths associated with the indirect path contains equal power and that the sum 
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total of powers associated with each of the subpaths equal to the total power contained 

in the reflected path.   With these assumptions, it is possible to determine the perform- 

ance of a PN system in diffuse multipath interference. 

Case I - The time spread in the indirect path is assumed to be confined to the 

original correlation function of the PN sequence, and the indirect signal is diffuse. 

Under these circumstances the amount of noise power produced at the correlator 

output and seen by a detector (PSK) is given by Equation (8). 

N. in 
2 

(1-p )S.   . v     r ' md  ,     2 Noise Total = w +  TW + P S.nd (8) 

All Gaussian noise terms 

4 

where 

p = degree of correlation or signal overlap, 0£p <1 

S.   . = amount of power in the indirect path 

We see that as the indirect and the directpaths become mor« and more correlated, the 

amount of noise power that contronts a binary decision   increases as the square of 

the correlation coefficient,and the noise will be essentially Gaussian since the diffuse 

path is lading according to a Rayleigh statistic.   The amount of interference due to 

the reflected energy associated with the uncorrelated indirect path   is suppressed oy 

the system TW product as is the input noise thai is always associated with the system. 

The post-correlation or prcdetection signal-to-noise ratio, therefore, will in effect 

approae    <» db when the correlation coefficient is 1 and the direct and indirect paths 

are essentially equal. 

The resulting binary error probability (PSK) is given by 

direct 
l'f       (l/2)crfc        /- —  (9) 

diffuse (no time    \/ ' in ''    ' ind 
P   H '  P   S spreading) V   T\V TW in< 

where S is the signal power in Lhe direct path.    Equation (9) has been plotted in 

Figure 7-fi for various values of \/S.   ,/S and shows tha1 an irreducible error " V   ind    direct 
probability exists due to the diffuse multipath. 
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Case II - Now, let us assume that the multipath signal is time spread such that 

the total reflected signal is distributed over a time that is large compared with the 

correlation window of the binary sequence,   We can expect that only a fraction of the 

reflected power will contribute directly as additional Gaussian noise in the receiver, 

the rest will remain uncorrelated and suppressed by the TW product.   Thus, as a 

function of the correlation coefficient we have noise terms which have the following 

form. 

N total 

N. 
in 

TW 

2 
•p   f 

spread 
S. ind 

TW • p2S indVT spread 

(10) 
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where 

A = the duration of a PN chip 

T ,  -  the multipath time spread 

p =  the overlap or correlation between direct and indirect paths 

S.   , =  the total power in the indirect signal. 

Time smear in the indirect path will be advantageous since time smearing in 

the indirect path forces more of the reflected energy to be decorrelated in the receiver, 

thus subject to the suppression by the processing gain of the receiver. 

7.1.3   DEGRADATION IN PROCESSING GAIN FOR A PN SYSTEM TRANSMITTED 
THROUGH THE IONOSPHERE 

The ionosphere is a dispersive transmission channel and therefore acts to 

degrade the performance of wideband signals that pass through the ionosphere.   The 

ionosphere amplitude response may be considered as constant with frequency for the 

frequencies of interest, whereas, the ionosphere phase response is nonlinear with 

frequency. 

The dispersive nature of the ionosphere can be evaluated by expanding the 

ionosphere phase response in a Taylor series about the carrier frequency.   The first 

distortion term in the phase response is associated with the third term of the Taylor 

series expansion. 

B(üj) = Bo+K^(Do((o-w0)-K2ü)0
2(u>-<i)0): 

To determine the degradation in processing gain for a PN system, it is neces- 

sary to first determine the approximate impulse response of the dispersive channel. 

Elliott* has determined the impulse response for a dispersive channel having essen- 

tially the same nonlinear phase characteristics as the ionosphere.   The impulse 

response is complex and given in Equation (11). 

* 
R. S. Elliott, "Pulse Waveform Degradation Due to Dispersion in Waveguide, " 
MTT-5, No. 4, October 1957, IRE Trans on Microwave Theory and Techniques, 
pp. 254-257. 
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h(t) = hj cosw0t + h   sinu)Qt 

h(t) 

- t2/*K2L 

/4TTK2L 
COSu t + rnr 0 et C UiClT/       V/510" / 

3in<jj t 
o 

(11) 

where 

L  =  width of the ionosphere 

C(z) $ f cos u2du 

S(z) * f sin u2du 

The impulse response consists of an inphase and quadrature component. 

When a PN system is transmitted through the ionosphere, both inphase and 

quadrature components will serve to degrade the system, however, since the quad- 

rature component of the impulse response gives rise to an odd function of frequency, 

the quadrature component will not degrade the correlation peak or maximum process- 

ing gain of the system; rather, the inphase component of the impulse response, which 

gives rise to an even function in frequency, will be the major contributor to the 

reduction in processing gain for a PN system.   In Figure 7-7, we illusti-aie a low 

pass equivalent model for the PN correlation system that reflects the frequency 

transfer function resulting from inphase and quadrature components of the impulse 

response of the ionosphere.   Since the inphase component of this impulse response 

is Gaussian in shape, its frequency weighting is also Gaussian.   The reduction in 

processing gain for a PN system can be calculated from the following Equation {\1). 

- r 71   Jo 
sin2ax     -%2   . 
-j—~xr~   e       dx (aX)z (12) 

where 

-213- 



H,(«) 

LOW PASS EQUIVALENT 
Of IONOSPHERE 

HqWI 

S9)cos»0t 

669-1534 
UNCLASSIFIED 

g.ttl cos«0t + q ft' sinö»ot 

BAND PASS REPRESENTATION 
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a - 
2/K^U 

A = Chip Duration 

The reduction in processing gain is plotted as a function of the phase constant in 

Figure 7-8.   In Hgurt. 7-8, the pulse shape distortion factor  a = 2/a related to the 
12 phase constant   is also plotted for an electron density of 50 x 10     electrons per 

cub'c centimeter. *   From the above analysis and Figures 7-8 and 7-9, we see that 

it is advisable not to use PN chip rates in excess of 100 MHz when operating at a 

carrier frequency of 2000 MMz.   Wider bandwidth signals can be used if higher fre- 

quencies are available. 

Counter & Rcidel, Calculations-<rf Oround Space Propagation Effects,  Lockheed 
Report LMSD-2461, 22 May 1958. 
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7.2  MULTIPLE ACCESS CONSIDERATIONS 

This study task goal provides a quantitative comparison of the multiple access 

capability of waveforms applicable to the specific problems of the CNI environment. 

This discussion of the problem outlines what are considered to be the specific CNI 

problems, forwards several criteria for evaluating the performance of a specific 

waveform and provides preliminary comparisons based on theoretical best and worst 

cases.   Following these discussions - during which it Is concluded that some form of 

TDMA is required - a simulation is performed using random selected terminal posi- 

tions within a communication range circle.   The simulation shows good performance 

for a system employing TDMA with parallel channels. 

Because of the desire to integrate the navigation functions with the communi- 

cation and IFF functions, only those waveforms that are inherency wideband are 

considered.   This restriction eliminates FDMA or self-organizing narrowband sys- 

tems and confines the waveforms to the categories listed in Table 7-1.   There, the 

available multiple access techniques are classified according to their continuous or 

intermittent use of time, and by their total 01 partial occupancy of the total bandwidth 

at any instant in time.   A further distinction is made when intermittent use of time is 

employed, between synchronous and asynchronous systems.   The examples given in 

Table 7-1 are examined tor their specific applicability to the CNI net configurations 

evaluated in the following sections. 

Table 7-1.   Available Multiple Access Techniques 

Classification Example 

Continuous Use of Time 

Total Bandwidth 
Partial Bandwidth 

Pseudonoise 
Frequency Hopping 

Intermittent Use of Time 

Synchronous 

Total Bandwidth 
Partial Bandwidth 

Asynchronous 

Total Bandwidth 
Partial Bandwidth 

Time Division Multiple Access 
Frequency Hop-Time Division 

Multiple Access 

Time Hopping 
RADA (Time Frequency Matrix) 
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A significant difficulty in this study, over and above a definition of the actual 

probiern, is the establishment of the criteria upon which a quantitative comparison 

is to be made.   Since real CNI operational requirements are presently nonexistent, 

other criteria must be developed.    Following a description of the criteria to be 

emplo :he parameters of the CNI environment used to derive performance corn- 

par7 are discussed. 

7.2.1   COMPARISON CRITERIA 

Since no specific criteria exist, and different waveforms show varying sus- 

ceptibilities to specific environments, several arbitrary conparison criteria for 

multiple access performance are used.   First, the basic theoretical best performance 

will be given for the various waveforms.   This criterion wid give the theoretically 

attainable multiple access capability in terms of a bandwidth efficiency parameter- 

multiple access rate - which expresses the multiple access capability in terms of 

bits per second per Hertz. 

The multiple access rate criterion is useful in demonstrating what is theo- 

retically possible; it does little to predict the capability in a realistic environment, 

however.   Another comparison criteria set would then be a worst case evaluation. 

The worst case condition for each seriously consideied waveform is established. 

These evaluations provide a set of performance levels lor each waveform shewing 

its worst case performance and the performance of all waveforms in the same envi- 

ronment.    Four fundamental worst case parameters consistently appear in waveform 

evaluations:   signal strength variation, differences in time of arrival, and signal time 

dispersion and spectral occupancy.   These parameters, described in more detail 

subsequently, are mentioned here to provide examples of the comparisons to be made. 

Both the theoretical best and worst case performance evaluations are useful 

in that the; provide bounds on the capability of a particular waveform.   Their short- 

coming is that these extreme cases usually do not reflect realistic representations 

of the environment to be encountered.   A procedure that gives more realistic results 

is to form a probabilistic rnodf 1 of the net and simulate total net performance, given 

th'J assumed geographical distribution of the terminal«, any power control constraints 

imposed, random selection of subscribers in time given duty factor, and varying 

numbers of subscribers. 

-217- 



The results of such a comparison provide probability curves of successful 

message completion as a function of the number of subscriber in the net.   Parameters 

that could be varied would be duty factor lor subscribers, geographical distribution, 

modulation technique, data format, and coding assumptions.   Simulations still do not 

give precise answers about the performance in a CNI environment.   They do, however, 

give realistic quantitative comparisons of the modulation formats of interest and show 

trends that will indicate parameters to which each waveform is particularly susceptible. 

Three different means of comparing the selected waveforms have then been 

chosen t:> provide complementary means of comparison.   The theoretical best case 

shows what can be attained under perfect conditions.   Worst case evaluatior. shows 

limitations that set performance (and applicability) bounds.   The probabilistic models 

provide more realistic, quantitative performance data and will be applied to waveformc 

surviving the preliminary comparisons.   To evaluate performance under these criteria, 

some typical parameters of a CNI net must be assumed.   The following section discusses 

these assumptions. 

7.2.2   PARAMETER MODELING 

The fundamental requirement for CNI multiple access is the support of a number 

of information sources having different duty factors, data rates, user requirements, 

and relative importance.   The CNI system must provide these different information 

transfers in an environment causing large variations in signal strength received from 

users and interferers, differences in time of arrival due to propagation time delays, 

and signal dispersion caused by multipath and other phenomena behaving as channel 

memory.   Since the goal of this study is to provide a quantitative comparison of appli- 

cable waveforms, the requirements and the environment are modeled in a definitive 

manner.   The modeling presented is considered to be representative and will, there- 

fore, provide a more realistic evaluation than simple worst or best case evaluations. 

7.2.2.1   Requirements Parameters 

The information transfer modes can logically be divided into five categories: 

direct communication, remote communication, enroute navigation, landing navigation, 

and IFF    Within each of these categories subcategories exist that affect the multiple 

access nerformance and criteria. 
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In the direct communication mode, several types of information must be con- 

sidered.   At present, the great majority of communication nets arc voice.    For the 

CNI system only digital formats will be considered for voice; two digital voice formats 

seem reasonable to consider.   The fir; t is 19.2 Kb/sec delta modulation.   This modu- 

lation format has been shown to product tactical quality voice even with a random bit 

error rate of ten percent (see paragraph 7.3.3    ).   The second type of digital voice 

to be considered is 2400 bit~per-second vocoded voice.   Present vocoders perform 

adequately at bit error rates of two percent and even higher.   These two digital voice 

formats are the only modulations considered for voice, and the ten and two percent 

random error rates are considered as the threshold criteria for each technique. 

In addition to voice, the direct communication model must support at least 

two distinct forms of data links.   The first will be essentially continuous in naiure. 

Long messages will be transmitted allowing decoding processes to be performed over 

a large number of data bits.   The second type of message would be typical of tactics! 

data control nets that use burst transmissions of 50 to 200 bits duration.   Thus, only 

limited duration decoding intervals can be employed.   This distinction becomes 

important when modulation techniques yielding burst interference are considered. 

The message duration is the only distinction that will be made between the above data 

links.   Both will be considered to be 2400 bits-per-second channels and both require 

a 10     output error rate.   The data transfer in the direct mode, thus, has more 

demanding requirements than either of the voice formats.   In the discussions that 
_5 

follow, then, modulation comparisons are based on the 2400 bps and a 10     error 

rate. 

Typical subscriber needs are hypothesized to provide a needed comparison. 

An airborne subscriber must be able to continuously guard and transmit on at least 

two separate addresses or channels.   He must further be able to simultaneously 

participate actively in a tactical control net.   This requirement to simultaneously 

transmit and receive   (overlapping message Intervals is implied here) from a single 

platform, will be shown later to eliminate all strictly continuous wavefcr, ,s from 

consideration. 

A typ'cal ground station will be considered to control up to 100 aircraft, 

participate in  ip to 25 voice nets, and operate two data nets, one for tactical control 
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and one for landing.   Further, continuous data linkt* are maintained with other control 

terminals in the area.   There may be as many as three such terminals in a single 

operational area.   These parameters for the control station participation in the direct 

nets are mentioned because use can be made of transmission multiplicity from a 

single point.   Subsequent netting requirement discussions show the specific applicability. 

The remote communication nets comprise voice and continuous (i. e., long 

duration) data transmissions.   With the exception of short data message requirement 

elimination, the subscriber requirements are the 3ame as the direct mode.   It is 

assumed that tactical airborne platforms do not have to transmit and receive simul- 

taneously in the remote mode, but that ground terminals must.   Large airborne plat- 

forms (command posts, AWACS, etc.) have the same requirements as a ground 

control terminal. 

The enroute navigation signals considered   involve updating at least once per 

second, of information received from each of four t " possibly five navigation satellites. 

A 100 bit-per-second data rate is assumed to be associated with each of the satellite 
-5 

signals and the previous assumption of a 1U     error rate remains. 

The IFF is considered as a unique requirement only in the direct mode.   Each 

airborne terminal must be capable of simultaneously detecting at least three inter- 

rogations in an environment typically including at least 100 interrogations.   Subsequent 

response to all three interrogations is required.   IFF again requires simu. aneous 

reception and transmission from a single aircraft. 

The landing navigation mode is not addressed directly here since it is not 

expected to greatly influence multiple access usage,   Localized use, directive antennas, 

and limited aircraft all reduce the landing mode load significantly below thai cf the 

othor nets. 

It is useful in subsequent discussions to typify the nets described above into 

four general netting configurations; each warrants individual consideration when con- 

sidering multiple access for CNI.   The characteristic that distinguishes the individual 

configurations :   the degree to which differences in signal arrival time and power 

variations, can be controlled.   These factors have significant effect upon the CNI 

waveform selection and, therefore, each netting configuration is considered separately. 
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The four classes of nets are shown diagrammatically in Figure 7-10.   In 

Case I, there are no fixed geographical relationships between individual subscribers 

in the net.   This configuration models the general air-to-air communication and 

IFF.   Case I is the most difficult of the cases shown in Figure 7-10 from the multiple 

access point of view in that there is no mechanism available for controlling dif- 

ferences in time of arrival or signal strength variation.   It is in Case I that the full 

range of the time of arrival and signal strength differences from remote terminals 

is realized. 

Case II in Figure 7-10 represents the situation in which a large number of 

aircraft are controlled from a single terminal.   This case is important because 

of the large amount of such traffic and because the cass allows control not available 

in Case I.   Several nets from such a ground station arc continuous in nature and, 

in general, the traffic will be quite high.   The terminal can easily control both 

timing and power balance between the links; therefore, the aircraft will bo receiv- 

ing well coordinated   signals from the terminal.   In a similar manner, each air- 

craft can time its transmission and, in principle, control power to provide a well 

structured signal sum at the ground station. 

In Case II, there is again no way to control signals transmitted from one 

aircraft and arriving at another.    Further, it is not obvious how the control avail- 

able in Case II would actually be employed in an overall net.   The case is singled 

out because the availability of control can make these particular, high traffic 

density nets more efficient from a multiple access standpoint if the coordination 

is properly used. 

Case III represents the communication relay case.    The most common 

relay mode will be via satellite, but an airborne relay mode may be used lor range 

extension in a tactical environment.   In the satellite mode the ranges cause P»-;KI 

trip delays on the order of tenths of seconds.   Because each terminal can easily 

monitor its own signal, however, it is a relatively easy matter to achieve very 
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accurate relative timing at the satellite.    Experiments run to date have shown 

that timing accuracies better ihan 100 nanoseconds can be achieved relatively 

easily. 

Power control at ehe satellite will remain a problem, however.   Even 

if steerable antennas are employed on the aircraft significant power variations 

are inevitable.   With omni directional antennas the variation will be extensive. 

A difference between the remote mode and the direct mode will be that, 

even with advanced satellites, the received signal from the satellite will be 

extremeiy weak.   This will complicate any attempt to have the direct and remote 

modes occupy the same spectrum. 

Case IV is included to demonstrate the problems associated with making 

the planned navigational technique multiple access with the direct and remote 

communication nets.   In a subsequent discussion on net timing, the time differ- 

ences realized are described.   The satellite used for navigation could also be 

used for communication, but again the ellipticity of the orbits will be a 

problem. 

7.2.2.2  Environmental Parameters 

Four environmental characteristics that drastically affect the multiple 

access capability are:  variations in signal strength, differences in arrival 

time, signal dispersion, and spectral occupancy.   These topics are discussed 

and parameters established that are typical of the CNI environment. 
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1. Signal Strength Variations:  Fundamental to both the signal strength 

variation problem and that of differences in arrival time is the question of range dif- 

ferences between communicating terminals and interfering terminals.   In the direct 

mode, it is assumed that the minimum range will be 100 feet between a receiving 

terminal and an interfering terminal while maximum range is 300 nautical miles. 

This range difference causes a difference in received signal strength for equal EKP 

transmitters of 85 db considering free space loss only. 

In the remote mode, the range from the satellite is greater than 19.6 Knm. 

This great range causes a significant problem when remote and direct modes are 

operated in the same bands.   For satellite transmissions having ERP equal to the 

direct mode transmissions, the received signal is 36 decibels below the weakest 

signal and 120 decibels below the strongest.   If a 1-KW transmitter is used in the 

direct mode, then, a 66 dbw FRP would be required at the satellite to make the remote 

mode equivalent to the weakest direct mode signal. 

Here, it is considered tnat the dynamic range of the received signal strengths 

because of range differences, is limited to that realized in the direct mode.   Thus, 

it is assumed that the remote mode either has sufficient power or is placed in another 

band.   The signal strength variations because of range differences are not the only 

ones that must be contended with, however.   Atmospheric and propagation effects will 

significantly increase the signal strength variation. 

Several factors cause power variations in the direct mode that significantly 

exceed those predicted solely by range differences.   Antenna patterns, multipath, and 

radio holes are examples of these phenomena.   These variations are statistical in 

nature and depend on the specific aircraft, its maneuvers, and its environment.   The 

following presents data showing the typical extent of some of these variations.   While 

these data are not considered to give accurate quantitative results, they demonstrate 

the variations that affect the multiple access capability of the CNI network. 

Signal variations arising from propagation anomalities can be appreciated by 

a direct quotation of the abstract of a paper by ML S. Wong. * 

Ming S. Wong, "Refraction Anomalities in Airborne Propagation, " Proceedings of 
the IRE. September 1958, pp. 1628-1638. 
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"Propagation at 250-10,000 m<^ often encounters:  (1)  dense fading where 
the radio signal fluctuates spatially with large amplitudes and small 
spacings from maxima to minima, e.g., amplitudes of up to 40 db and 
spacings al 30G0 mc of 1 mile;   (2)   radio holes   where the signal falls 
spatially to a level often 15 db below the levels outside;   (3)   anti-holes 
where the signal fluctuates spatially with large amplitudes and irregular 
spacings;   (4)   radio ducting, including cases where the transmitter or 
receiver is often far above a ducting layer in the air. " 

Figure 7-11 is a reproduction of data obtained during actual flight tests. * The 

figure represents measured signal versus range levels on different days on a ground 

to air path over Chesapeake Bay.   The aircraft altitude was 10,000 feet, and the 

frequency was 2.3 GHz.   Wong considers the top curve "nearly standard" while the 

bottom curve reflects "mild case of dense fadings. " 

Another example from the same paper is illustrated by Figure 7-12, that 

shows measmed holes and a ti-holes realized in flight tests over Ohio.   The path 

here is air-to-air with Doth terminals at 10,000 feet and ehe frequency is 3 GHz.   The 

extended hole shown in the vicinity of 175 miles   indicates received signal strength 

at least 25 dbdown from the theoretical. 

• 
These examples illustrate occurrences of deep fades but do not  supply any 

information about their relative probability of occurrence.   No direct applicable 

presentation of statistical results was found, but a study performed for television 

and reported by Egli** gives data that is indicative of performance that might be 

realized in reasonably rough terrain.   The study included transmissions to 980 MHz. 

The data were taken over ground-ground paths principally of 30-40 miles in length. 

Figure 7-13 was taken from Egli's presentation, and shows the signal strength 

variation at. a frequency of 1 GHr,.   The abscissa is referenced to the free space level. 

The figure shows that within the limits shown, the data are welJ represented by a 

normal distribution of mean -28 db and a standard deviation of 13 db.   These data 

demonstrate the probability of occurrence of signal strength variations of considerable 

C.H. Duerfeldt, "Propagation in the 328-2300 MC Frequency Band," Naval Air 
Test Center, Patuxent River, Md.,  Report No. EL 44012.3, pp.  10-17, Oct.  1954. 

Egli, J.J. , "Radio Propagation Above 40 MC Over Irregular Terrain," Proceedings 
of the IRE, October 1957, pp.  1383-1391. 
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Figure 7-13.   Variation in Signal Strength at 1 GHz 

magnitude.   The data are not, as mentioned, strictly applicable and are probably 

somewhat pessimistic.   However, it is likely that the pessimism lies primarily in 

the mean value and that the variations in signal strength are realistic. 

The variations in signal strength discussed so far have been concerned with 

propagation effects.   Antenna pattern variations have not been included.   It is assumed 

that all terminals in the multiple access net employ omnidirectional antennas.   The 

lack of the spatial selectivity attainable even by moderate directivity severely degrades 

systems that must tolerate interference from other members of the net.   The assump- 

tion of omnidirectional antennas, then, will give pessimistic results for overall net 

performance.*   For the present, however, omnidirectional antennas ere assumed. 

While it is questionable that antennas having substantial directivity vill be employed 
on tactical airborne plarforn s, this is not true of the net control staions.   Control 
stations will know where the aircraft are and have no physical constraints barring 
directive antennas; control stations will handle a great deal of the total net traffic; 
therefore, directivity at such stations could greatly increase the totil net capacity. 
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Since aircraft antenna patterns are notoriously variable, exact data is difficult 

to use.   A model of a representative communication antenna gain distribution is shown 

in the insert in the upper left hand portion of Figure 7-14.   The model is a Rayleigh 

distribution having a maximum gain of plus six decibels and having ten percent of the 

gain below minus six decibels.   With this model, Figure 7-14 shows the cumulative 

probability distribution for the gain of a pair of such antennas.   This gain distribution 

can be roughly modeled as Gaussian with mean minus one decibel and standard devia- 

tion of five decibels. 

Figure 7-14 demonstrates the large variation in signal strength due to antenna 

patterns - differences of twenty decibels are common.   Figures 7-11 through 7-13 

show propagation effects, where 25 decibel fades are common with even greater 

variations realized.   This modeling predicts that the combined effects of antenna gains, 

propagation effects, and range differences will lead io signal strength differences 

greater than 130 decibels in the direct mode.    Reasonable minimum variations are then 

85 db with the maximums of 130 db. 
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Figure 7-14.   Cumulative Probability of Antenna Pair Gain 
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2. Timing:  Multiple access efficiency can often be increased if the wave- 

form is chosen so that the users occupy orthogonal time slots.   To do this, the entire 

net must he operated in synchronism.   Modern oscillator and clock setting techniques 

make it relatively easy to deploy time sources accurate to within less than 1 micro- 

second of some absolute time reference even in tactical aircraft.   The timing uncer- 

tainties, therefore, result primarily from propagation delays. 

The propagation times of concern in the CNI problem are shown in Table 7-2. 

In the direct mode, the 1.8 millisecond time differences associated with the 300 

nautical mile maximum range often cannot be reduced.   Even if a communicator has 

position knowledge of everyone in the net there is no way of reducing the 1. 8 milli- 

second difference in time of arrival between near and far terminals.   These differences 

would apply in both the direct communication and IFF modes. 

The time delays shown in the remote modes in Table 7-2 would be a considerable 

problem if they were treated as uncertainties.   Because relays are involved, however, 

differences in time of arrival from these relays can be essentially eliminated by making 

the relay a virtual time reference.   When each terminal can hear its own return from 

the satellite, the transmitting time reference can be shifted ahead to make the time 

of arrival at the satellite coincide with the net time reference.   This technique makes 

the remote mode relatively easy to synchronize. 

Table 7-2.   Approximate Propagation Times 

Direct Mode 
i 

300 nm maximum range 1. 8 ms 

Remote Mode 

Satellite - maximum to synchronous equitorial s atelllte 144 ms 

Round Trip 288 ms 

Earth Relay - Airborne 600 nm maximum range 3. 6 ms 

Navigation 

Maximum Range -49x10   m 163 ms 

Minimum Range - 23 x 10   m 76 ms 

Difference (not fully realizable at one user) 87 ms 
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While an airborne relay Is being considered in this study solely as a means of 

providing range extension in tactical areas, the ease of time synchronism makes an 

earth relay mode a possible means of providing the normal direct mode communication. 

Signal level control also becomes a much simpler problem in the relay mode. 

The navigation time differences shown in Table 7-2 reflect the maximum and 

minimum slant ranges that would be realized in a typical synchronous satellite navi- 

gation constellation.   The high ellipticity of the inclined orbits creates the differences. 

While the full differences shown in Table 7-2 cannot be realized by a single user, these 

propagation differences can pose a formidable problem in trying to synchronize the 

arrival times of the navigation signals over extended portions of their coverage. 

In considering the susceptibilities oi various waveforms to differences of 

arrival time, then, the 1. 8 ms difference associated with the direct _.iode will l.e used. 

This is done because the single satellite remote mode can be easily compensated while 

the navigation satellite constellation probably precludes synchronization. 

3. Signal Dispersion:  in connection with time division modulations, it is 

of interest to determine the pulse time persistence.   Two significant contributions to 

the persistence are realized:   scatter from ehe terrain and r' Ujnm from specular 

reflections.   The terrain reflections are most significant, a. a receiver co-located 

with an active transmitter.   This geometry is illtTirated in Figure 7-15 and illustrates 

how multipath due to backsoatter causes a time spread. 

To evaluate the persistency of multipath - the amplitude of the residual multipath 

and response to a pulse at a potential receiver resulting from a transmission from a 

nearby or co-located transmitter, we have utilized a model based upon a rac'ar clutter 

analysis of the return from the earth wnich consists of the variable terrain.   As shown 

in Figure 7-l.r>, this model evaluates the back scatter from a pulse emitted at trans- 

mitter T, and viewed by a potential receiver located nearby.   To determine the amount 

of power received by the potential receiver R. in response to a transmitted pulse from 

transmitter T., consider that the transmitter is g radar signal with omnidirectional 

antenna '«-id that reflections will occur off a flat earth at various distances from the 

potential receiver R..   The received signal in resr     se to a specified duration pulse 

by the transmitter T1 can be given by the following c    ation. 
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where 

\ ■-- wavelength 

Ar/c =   pulse duration 

h  =   height of receiver R 

(5        reflection coefficient at vertical incidence 
2 

G(9,B )  =  backscatter law - cot^B ) exp (- tan
n
9 \ 

O ° \    f.„2r,  / 

tan B 2Ah 
I, 

(13) 

The above equation depends upon the wavelength X of the transmitted signal, 

the roughness Ah of the earth, the correlation distance L along the earth surface, the 

angle of incidence 9 measured from the vertical, and a composite backs-atter law. 

Other important factors such as polarization, reflection coefficient, etc. , are imbedded 
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In the reflection coefficient.   We have selected a theoretical backscatter law* for 

uniform surfaces with rms height variations far In excess of the wavelength, (i. e., 

Ah >> X) but, nevertheless, uniform in the X and Y directions.   There are other 

back scatter laws which have been used to fit experimental data; however, by in large, 

these laws do not differ appreciably from that used by ßeckman and Spizzichino. 

By varying the absolute value ot the reflection coefficient, the roughness factor, 

and the correlation length, we can utilize the above back scatter model for a smooth 

sea, a rough sea, or a variety of terrain conditions.   Equation (13) is plotted in Figure 

7-16 for various altitudes (curves are simply displaced by h ) above the earth and 

normalized with respect to reflection coefficient and transmitted power.   The data is 

plotted for 1000 MHz frequency.   It assumes that a pulse of 1 microsecond duration 

has been utilized as a basic chip duration and therefore the amount of power plotted 

for various values of angle in Figure 7-16 result from annular rings of 1000 feet 
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approximate width.   The data for the theoretical back scatter or multipath persistency 

can be converted into units of time in accordance with the angle of incidence, as follows: 

ultipath Delay       2(h/c)    U + tan29 (14) M 

Sinoe the transmitted pulse must be down 150 to 200 db to receive a signal at 

maximum range (free space loss at COO miles is 147 db at 1 GHz), Figure 7-16 shows 

that returns out to an angle of incidence of as much as 25 degrees are significant at 

10, 000 feet altitude.   This corresponds to a multipath delay of approximately 22 micro- 

seconds.   The situation becomes almost proportionately worse at an altitude of 100, 000 

feet.   Now, the angle of incidence goes out to roughly 20 degrees, and significant returns 

exist for as long as 200 microseconds.   At high altitudes, the maximum delay for which 

significant returns are received is approximately 2h/c. 

4. Speeiral Occupancy:   In connection with frequency division schemes, it 

is important to evaluate the amount of adjacent channel interference produced by pulse 

transmissions of the type considered for CNI applications.   Usually these signaling 

schemes involve time limited pulse shapes to convey intelligence for ranging information; 

because of the time limited nature of the pulses, spectrum splatter is created.   The 

effects of spectrum splatter can be reduced by judicious filtering in the transmitter 

final power amplifier but this technique may require rapid tuning to accomplish the 

needed filtering.    Furthermore, ringing will be produced by restrictive filtering in 

the transmitter and will create a source of time persistent signals.   If we assume for 

the time being that pulses are emanated from a wideband transmitter with little or 

no filtering, as in the case of a frequency hopping system, pulses or signaling elements 

will cause spectrum splatter and be observed in adjacent channels that can be occupied 

by low-level signals. 

The amount of spectrum energy that can appear in an adjacent channel can be 

determined through a Fourier transform. 

oo 
-jot 

F(j)       j f(t)e"Jd   dt (15) 
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The results* of the transform are shown in Figure 7-17 and indicate the relative 

spectrum splatter for a variety of pulse shapes illustrated in Figure 7-17.   For 

convenience, we have taken a 1 microsecond pulse and plotted the frequency 3pectrum. 

Figure 7-17 shows that the Gaussian shaped pulse produces the minimum spectrum 

splatter and that the next best pulse shape is the raised cosine or cosine squared 

pulse.   The square or rectangular pulse produces the greatest spectrum splatter 

of the pulse shapes considered. 

It is theoretically impossible to generate a perfect Gaussian shaped pulse, 

although approximations have been utilized for radar ar plications.   The generation 

of raised cosine pulses on the other hand may be more feasible and probably represents 

the best selection of pulse shape for pulse type CNI waveforms.   ThiJ conclusion is 

valid from the standpoint of minimum spectrum splatter; however, from a power 

economy point of view, that is, from the design of the final amplifier in the trans- 

mitter, one would like to have a constant envelope signal for transmission, which 

v/ould indicate the desirability of a rectangular pulse.   Rectangular pulses, as illustrated 
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in Figure 7-17 produce wide spectrum splatter.   Thus, we are presented with a trade- 

off between reducing adjacent channel interference through appropriate waveform design 

and a power tradeoff in efficiency. 

7. 2.3   SUMMARY MODEL MULTIPLE ACCESS PERFORMANCE BOUNDS 

The generic forms of multiple access waveforms to be discussed are listed 

in Table 7-1.   This table lists the waveforms on the basis of their use of channel 

time and bandwidth.   This categorization describes CNI waveforms in terms of their 

theoretical best performance and their - usually practical-worst case performance. 

The best case performance will be given in terms of net capacity;  worst case in 

terms of the situation in which a particular receiver is denied access.   Both viewpoints 

are pertinent.   Where possible,quantitative evaluation is made and when hardware 

implementations are the basic limitations, the critical parameters are discussed and 

typical attainable values stated. 

7.2.3.1   Pseudonoise Modulation 

For pseudonoise modulation, the best case multiple access performance occurs 

when all signals arrive at all receivers in the net with equal power.   This situation 

would be realized in a satellite communication link having perfect pow^r control. 

Assuming that all accesses have the same data rate, that power control is perfect, 

and that bandwidth limited operation has been reached, the resulting energy per bit 

to noise power spectral density ratio (E, /N ) for each access is 

E,/N     =   B[R(M-1)]-1 (16) 

where 

B = the channel bandwidth in Hertz 

R = the information rate per channel in bits per second 

M = the total number of users in the net 

For systems having a large number of users 

M * B[R(Eb/l-io]"1 (17) 
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and the multiple access efficiency, R      is 

,-1     ,.,   A, ,-1 ,._.._ ^ (18) RT1X. = MRB"   = (E, /N )     bits per sec/Hz 
PN bo 

A representative coding technique that would he employed with a CNI system is rate 

one-half convolutional encoding with hard-decision sequential decoding.   This tech- 

nique gives a 10     error rate at an E, /N   of 4. 5 db for coherent defection.   The 

multiple access efficiency, then, becomes 

RpN ~ 0.35 bits per second/Hz (19) 

3 3 This multiple access efficiency would provide for 14 x 10   accesses of 2.4 x 10   bits 

per second each in a 100 MHz bandwidth.   The assumption of power control is very 

restrictive, however. 

When significant power variations are encountered, continuous pseudonoise 

ition becomes ur 

and desired signals is 

modulation becomes unusable.   The allowable power ratio (F./P .) between interfering 

P./Pd - B[R(Eb/^o)]_1 (20) 

For the above bandwidth, rate, and E. /N   this gives a received power ratio of 42 db. 

Without consideration of any propagation losses other than range difference, this 

allows a 100:1 range ratio; the anticipated ratios are at least as great as 2000:1. 

It can be concluded, then, that:   (1)   continuous pseudonoise modulation is not 

applicable to the direct mode;   (2)   if it is used in the satellite mode, strict power 

control would be required to approach the multiple access efficiency stated in Equa- 

tion (19);   (3)   since the allowable power ratios are a function of the data rate, very 

low rates could be supported in the background of other modulations (a command link 

or the low rate navigation signals are typical). 

7.2.3.2   Frequency Hopping 

If the system is operated in an uncoordinated manner, the bf^t case operation 

of frequency hopping the situation is identical to that of pseudonoise modulation.   Again 
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the satellite link is the only practical application.   While the model is loss obvious, 

the performance is again 

M * B[H(Kb/No)]_1 

If noncoherent detection and an efficient coding scheme are employed, the required 

E. /N   is about 8 db.    The resulting multiple access efficiency is 

R„H = 0.16 bits per second /Hertz (21) 

If it is assumed that the frequency hopping system operates in a coordinated 

manner, significantly better multiple access can be obtained.   With both time and 

power coordination, the frequency hopping system can achieve the multiple access of 

standard frequency division multiplex.   Because orthogonal waveforms are now 

employed, the lack of self-interference makes the multiple access efficiency a 

function of the power available, if complete orthogonality and coherent M-ary signal- 

ling are assumed.   When the intersymboi interference effects of narrowbanding are 

ignored the multiple access capability becomes 

RFHC     l°h m (22) 

where 

m   -  the number of phases used in the signaling alphabet. 

A representative system would employ quadriphase modulation and thus obtain a 

R„uri of 2 bits per second per Hertz. 

The worst case performance of a frequency hopping is again set by the variation 

in received signal power.   For frequency hopping systems, however, the tolerable 

variation is a function of hardware parameters.   Some limitations on such a System 

are considered here. 

One requirement for operation in the CNI environment is to receive navigation 

and data messages while transmitting.   If this is done in a common band, the hardware 

problems associated with continuous frequency hopping become very significant.   In 

Volume I,   RF preamplifiers are discussed.    Transistor amplifiers are shown 
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to have good linearity and strong signal characteristics.   Such amplifiers have typical 

1 db compression input levels of -20 dbm and a maximum tolerable Input of 20 dbm. 

Thus, for a 1 kilowatt transmitter, 80 db of isolation would be required for linear 

operation and 40 db would be required for protection from destruction.   Because of 

the coverage patterns required such isolation is difficult to obtain on an aircraft. 

Frequency hopping systems are particularly susceptible to the proliferation 

of signals caused by nonlinearities in the receiving systems.   A multiplicity of strong 

signals producing numerous third and fifth order intermodulation products can effec- 

tively saturate the access to a particular receiver.   Quantitative evaluation cannot be 

generalized since the effects are set by RF preamplifier, down converter, and IF 

linearities, which are drastically affected by the type of AGC employed.   Table 7-3 

shows tire intermodulation products that result if the third and fifth order products 

have levels significant enough to provide interference.   From the expressions shown 

in the table for the total number of each order, the number of interfering frequencies 

can be computed.   Assuming that all the fifth order intermodulation products are 

significant, three strong input signals provide 27 interfering signals; five strong 

inputs produce 255 interfering signals. 

Table 7-3.   Intermodulation Products in Fundamental Zone 

Order Form Total Number 

1 A N 

I     3 A + B - C 

2A - B 

N(N-l)(N-2)/2 

N(N-l) 

5 A+B+C-D-E 

A + 2B - C - D 

A + B + C - 2D 

A + 2B - 2C 

3A - B - C 

3A - 2B 

N! (12(N-5)!)_i 

N! (2(N-4)!)_1 

N! (6(N-4):)_1 

N(N-l)(N-2) 

fJ(N-l)(N-2)/2 

N (N-1) 

Sum                                 First                                           N 

Thirds                            N   '* 
£ä 

Fifths                               N2(N:?- 2N2 + 5N - 4)/l2 
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Good receiver linearity under wideband conditions with an input including a sum 

of moderately strong signals will produce intermodulation products that are 70 to 100 db 

down from the individual inputs.   Thus, the power in the intermodulation is significant 

in the environment considered where a weak signal from a distant transmitter must be 

received with the strong signals present. 

The problem of strong signals causing significant bandwidth occupancy can also 

be considered in terms of the actual bandwidth of the frequency hopping pulse.   In the 

previous section it was shown that the worst pulse shape from a spectral occupancy 

viewpoint is the rectangular pulse, which is the most efficient from a peak power view- 
2        2 

point.   The sin   x/x   power spectrum is only 50 decibels below the transmitted power 

in the intended channel at a distance of 100 channels.   The cosine shaped pulse is 

100 decibels down at this point, but even that is not sufficient to prevent a nearby 

transmitter from blocking 200 channels from access by a weak signal. 

For best case operation, uncoordinated frequency hopping provides performance 

only slightly degraded from that of pseudonoise.   The degradation is largely due to the 

assumption of noncoherent detection which raises the E. /N   needed.   When operated 

in a coordinated manner using coherent demodulation, the multiple access capability 

is essentially that of FDMA.   A representative rate based on quadriphase PSK is 2 bits- 

per-second per Hertz.   The worst case situation for frequency hopping involves variation 

in signal strength as did pseudonoise modulation.   The quantitative evaluation is not 

straightforward, however.   Antenna isolation, receiver linearity, and transmitter 

noise power all could set the performance limits.   In any case, it is concluded that 

continuous use of frequency hopping is not applicable to the direct mode of operation 

for CNI. 

7.2.3.15   TDMA 

Like idealized coordinated frequency hopping, the TDMA system operates with 

truly orthogonal signals in the best case.   No power control is required, but for best 

case operation, the net timing must be maintained to eliminate the requirement for 

significant guard times.   In practice, this is most easily achieved in the satellite mode 

again.    However,  if sufficiently long pulse durations are employed, the effects of any 

required guard times can be made negligible,   Best case performance is a function of 
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the signal power available, but again the representative case of quadriphase coherent 

signaling leads to a multiple access rate RTnMA - 2 bits/second per Hertz. 

Worst case performance of the TDMA multiple access characteristics is 

determined by the uncertainty in arrival time of significant power amounts.   Two" 

factors are involved.   First is the uncertainty in the arrival time for the direct trans- 

mission.   Secondly, the memory of the channel must be considered.   In the direct 

mode of operation the uncertainty in time both of arrival and the channel memory are 

1.8 milliseconds.   A guard time that would ensure orthogonal signaling in the direct 

mode, would then be 1. 8 milliseconds. 

The efficiency of a TDMA system is a function of the ratio between the trans- 

mitted pulse duration and the guard time.   The efficiency, p, becomes 

where 

G 

= the transmitted pulse duration 

- the guard time 

(23) 

EquaMon (23) is plotted in Figure 7-18 to show the effects of the variation in the ratio, 

tp/r •   Figure 7-18 shows that a pulse on time of around 20 milliseconds would be 

required to obtain a . y efficiency if a 1.8 millisecond guard time for the direct mode 

was employed.   Further, pulse times below 10 milliseconds would cause significant 

degradation in efficiency.   The cost of such long burst times is long frame times and 

the associated storage and turn-around lags. 

A generalization of the TDMA concept employs frequency channelization and 

pulse-by-^ulse frequency hopping.   This waveform structure is identical to the coor- 

dinated fretiuency hopping and the TDMA multiple access under best conditions.   These! 

conditions now require simultaneous timing and power constraints.   As before, timing 

ca;; usually be s lived by long pulse durations.   The power problem becomes even 

more severe, however.   Since the number of channels is reduced in direct proportion 

to the duty factor of the TDMA, intermodulation products and spectral splatter become 

a severe problem.   If the total number of channels is 100, even the cosine squared 
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waveshape, which is down 100 db at 10 bandwidths, will give intolerable interference 

in the direct mode.   If the cosine pulse is used - and the spectral characteristics oi 

the cosine pulse will be very difficult to better - a single near transmitter will blank 

all frequencies received from a distance. 

For best case operation of TDMA, then, the full multiple access of truly 

orthogonal waveforms is easily obtained.   No restrictions are imposed by power 

variations, but timing control is required.   The worst case performance results 

from timing uncertainties.   With sufficiently long burst times, however, the TDMA 

waveform can operate arbitrarily close to the maximum performance.   The hybrid 

TDMA-FH waveform sufers in the worst case from spectrum splacter.   As dis- 

cussed above, however, in the worst case, the TDMA performance is still attained 

for this waveform. 
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7.2.3.4  Time Hopping 

Best case for asynchronous multiple access techniques using low duty factor 

waveforms is a memoryless channel and a geometric distribution such that interfering 

signals are equally likely to be greater or less than the desired signal.   Power levels 

are considered sufficient to ignore background noise interference.   To compute the 

number of active users that the system can handle under these assumed best case 

conditions, it is convenient to consider as an approximation that a desired pulse 

either is received completely overlapped by interfering pulses or it is received in the 

clear.   This amounts to the assumption of quantization in time to increments of the 

duty factor.   As described above, if the pulse is contaminated, the resulting error 

rate is 0. 5 half the time and 0 half the time. 

Using the above representation of the best case, the probability of error for 

the time hopping system is approximately 

Pe  * 0-25 ph (24) 

where 

p,    ^   the probability that the desired pulse is hit by other pulses 

The quantity p. can be evaluated as 

M-l 

i-l 

where 

M  : the total number of users in the net 

d   = the waveform duty factor 

For reasonably small duty factors, Equation (25) gives an approximate expression 

for the number of users as a function of the tolerable probability that a pulse is nil 

M ~ phd" (26) 

This approximation is equivalent to saying that events consisting of more than one 

interfering pulse can be neglected.   This situation reinforces the previous assump- 

tion that desired and interfering signals are equally likely to be the greater. 
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Equations (24) and (26) then show that 

M      4pd  ! (27) 
e 

for the range in which the approximation leading to Equation (25) is valid.   For a 

required error rate of 0. 05, typical of the threshold for rate one-half error eorrect- 
-5 -1 

ing coding for !()     error rate, the number of users becomes . 2d    .   Since the 

minimum duty factor can be considered to be 2R/B because of the rate one-half 

coding, the multiple access efficiency becomes 

R„,„ = MRB"1 = 0.1 bits per second/Hertz (28) 
TH 

A 100 MHz channel and a 2. 4 K bits per second rate can operate at a duty factor of 
-5 

d = 5x10    .    The number of users in this case is 4000. 

The worst case for the time hopping system in the direct mode is, as with 

TDMA, severe pulse stretch and multiple pulse reception due to channel memory. 

Equation (26) shows that the tolerable number of users is inversely proportional to 

the pulse duty factor.   The channel memory creates an effective increase in duty 

factor.    Typical implementations of the time hopping concept employ pulse durations 

of between 1 and 10 microseconds   The 200 microsecond pulse stretch mentioned 

earlier would, then, greatly reduce the multiple access efficiency of such a system. 

For a . 05 duty factor using 10 microsecond pulses, the user capacity drops from 

2000 for the best case to 100 for the 200 microsecond Dulse stretch case.   If a 50 

microsecond pulse is used, however, the decrease is only to 400.    Thus, as in the 

ease of TDMA, the pulse stretch problem is ameliorated oy the use of longer pulses. 

Performance of the TH system in the remote mode is developed in Section 

7.3. 5.1.   The power limiied case was presented and it was shown as a result of the 

necessary compromise between reduced duty factor and increased energy the multiple 

access efficiency is reduced.   The results show a 14 decibel reduction in performance 

relative to that attainable using coordinated access to the satellite. 

The generalisation to the TH-FH system similar to that described for the 

TDMA has shortcomings revolving arourd the large signal power differentials and 

the wide spectrum occupancy. 
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The time he pping system shows a multiple access efficiency comparable to that of the 

other noncoordinated waveforms. Pulse stretch forms the worst case and long pulses are 

required to reduce this problem. Performance in the remote mode is reduced and thus 

TH/PN is not recommended for this application.   A waveform based on time hopping is 

the only noncoordinated one considered applicable to the direct mode of CNI. 

7.2.3.5  Conclusions 

The examination of worst case generic modulations h?s led inexorably to the 

conclusion that tne CNI environment can be accommodated in the direct mode only 

with a waveform that uses time intermittently.   The continuous modulations simply 

cannot handle the near/far dynamic range.   In the remote mode, continuous modula- 

tions introduce power control requirements, and these are considered undesirable 

operational constraints or hardware complexity (e. g., a highly channelized satellite 

repeater). 

In performance aspects, some form of TDM'* clearly is the best choice if 

the practical matters of coordination and buffer storage for long frame times can be 

accepted.   Otherwise, noncoordinated time hopping may be retained as a candidate 

for the direct mode.   The performance loss in the remote mode is so severe, however, 

that TDMA (i. e., coordinated orthogonal modulation structures) is indicated for this 

mode. 

7.2.4   MULTIPLE ACCESS SIMULATION 

A means for providing another evaluation of multiple access capacity is through simu- 

lation. The simulation described here is limited tothe TDMA waveform described earlier 

that uses parallel channels to extend bandwidth occupancy rather than providing com- 

pletely orthogonal slots on a time basis.   The simulation is used to evaluate the 

influence of the fact that because of the pulse spectral occupancy, the parallel channel 

system no longer has truly orthogonal assignments. 

The Monte Carlo simulation creates a geometric distribution of terminals 

within a circle of arbitrary radius.   The number of active terminals is selected, as is 

the minimum distance.   The terminal positions are selected from a uniform distribu- 

tion over the circle area.   To provide this distribution, independent uniformly distri- 

buted random numbers are selected for x and y coordinates of a terminal position. 

-244- 



If the selected position is within the circle, and is not within the minimum distance of 

another terminal previously positioned, tne x and y coordinates are accepted and 

another pair is developed.   Otherwise new coordinates are developed for the terminal 

until the tests are passed.   This continues unti] all terminals are positioned. 

Once the terminal positions have been determined,half of them are assigned 

the roles of transmitters, half as receivers.   The simulation of system operation is 

then undertaken.   For each of the transmitters, a time-frequency cell is randomly 

selected.   Independent, uniformly distributed random numbers are used to provide 

both the time and the fiequency dimension of each time-frequency cell.   A test is 

made to assure that exclusive time frequency cells are assigned to each transmitter. 

If the test fails, new random numbers are selected, cell generated, and test made. 

This process is continued until each transmitter has been assigned an exclusive time 

frequency cell within the total time frequency matrix. 

The energy to noise power spectral densities are developed in the following 

way.   First, the transmitted energy per bit is assumed to be independent of the num- 

ber of time slots employed.   Pulse transmitters are, therefore, assumed that maintain 

constant average power by increasing the peak power as the duty factor is decreased. 

The transmitted energy is then the product of the average power divided by the average 

bit rate.   The received energy is just the transmitted energy attenuated by the path 

loss. 

It is assumed that the interference can adequately be modeled as Gaussian 

noise.   The power spectral density contributed by each interferer is a function of the 

duty factor, the channel separation, the spread factor, and the distance between ter- 

minals.   The interfering power spectral densities are treated as if the interference 

is white Gaussian noise.   The level of interference is taken to be the average value 

of the spectral density over that portion of the interfering spectra that coincides with 

the primary band of the desired signal.   Thus, 

C(N+1) 
f    df8in   (2irfn N-   =—2 

"        DC      C(N-l) <2wfr> 
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where 

N = number of channels between desired and interfering channel 

C = the channel separation in Hertz 

f = the frequency in Hertz 

T = the signaling bit duration in seconds 

D = the duty factor 

P - the average power in watts 

The quantity D affects the interference intensity since it is assumed that the peak 

power employee is inversely proportional to the duty factor. 

The received interference is computed for each transmitter-receiver pair 

by summing the interference produced by all other transmitters that are on in the 

time slot with the transmitter being considered.   Channel separations are computed, 

the transmitted density looked up, and the attenuation associated with the interferer 

to receiver path used.   The interference from each interferer is summed with an 

assumed background noise of -204 dbw per Hertz to obtain the resulting noise power 

spectral density. 

The simulation then determines tLe received energy to noise power spectral 

densities (EL/N ) for all possible transmitter-receiver combinations given the bo 
selected time frequency assignments.   The bit error probabilities are computed and 

stored in a two dimensional array that contains the error probability for all possible 

transmitter-receiver pairs.   The error probability is computed assuming completely 

coherent detection in the present simulation program. 

Once the above error probabilities have been computed and stored, a new time 

frequency assignment is made.   The terminal positions remain fixed, but new assign- 

ments are made just as they would be in a subsequent time period in an actual system. 

With this new set of assignments, the error probabilities are again computed and the 

new values are added to the previous values in the array accumulating error probabil- 

ities,   New time-frequency assignments are repetitively made and the results stored 

until representative data has been collected,   The results in the accumulator array 

are then normalized by the number of iterations and the array then contains the 

average probability of error for each transmitter talking to each receiver.   When 

the error rates for a given geometry are established, a new geometry is selected and 
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the error rates determined again.  The final data, then, represent the results averaging 

over a selected number of geometries and time frequency.   Figure 7-19 shows typioal 

results of this simulation when the average error rate is plotted as a function of the 

communication range.   The waveforms shown in Figure 7-19 all employ 21 MHz; fifty 

time slots are employed with 10 allowed frequencies.   At a bit rate of 4. 8 kbps the 

bandwidth occupancy results from a pseudonoise spread factor of eight.   The upper 

curve in Figure 7-19 represents results when 40 users are active.   The lower curve 

represents use by 20 users.   The curves represent, then, a multiple access efficiency 

of 2 and 1 user per megahertz. 
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In Figure 7-19, the upper curve also represents the performance for a system 

that is identical to the one described above except that the time bandwidth product is 

divided into 10 time sbts aid 50 frequency slots.   For the simulation in Figure 7-19 

allowing a maximun 300 nautical mile range, no difference was discernable between 

these two systems.   In another simulation with range constrained to a 150 nmi maxi- 

mum range, a slight bias in favor of the 50-10 system was developed.   These results 

are plotted in Figure 7-20.   The simulation is identical to the previously described 

system except that the range is constrained to 150 nmi.   The maximum average bit 

error rate is only slightly higher than for the 300 nmi system.   At shorter ranges, 

however, the error rate in the more constrained system is about three times that of 

the larger system.   The increased density is the cause. 
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Figure 7-21 shows net performance when the spread factor is reduced from the 

factor of 8 previously employed.   The higher error rate 150 timi range limit was 

employed as were the original 40 users. The tutai bandwidth is reduced with the 3pread factor. 

The maximum average error rate for a spread factor of 1 was 0. 013 and the 

bandwidth occupancy was 2. 5 MHz.   This error rate performance is not completely 

realistic because the simulation models the interference as noise.   Without the spread- 

ing pseudonoise the noise-like interference model is not adequate.   With this reserva- 

tion, Figure 7-21 shows good average error rates all the way up to 16 users per 

megahertz. 
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All of the previous result discussion has been oriented towards performance 

description in terms of average error rate for all aircraft at a given range.   Ai other 

uaeful parameter is the probability that the same threshold probability of error is 

exceeded.   Figure 7-22 shows this parameter as a function of range.   The threshold 

is taken as 0.045. The results in Figure 7-22 are based on somewhat limited statistics, 

but the trends are well established in the figire.   For the systems employing a spread 

factor of 8, a 0.99 reliability of communications is realized.   The probability of 

outage goes up quickly if the spread factor is reduced. 
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Figure 7-22.   Probability that Error Rate Exceeds 0. 045 
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1 
( 

This simulation, while dealing with a significantly scaled down version of the 

net to facilitate computation, has shown that a coordinated system employing a basic 

VDMA system with contiguous parallel channels can be expected to give good perform- 

ance for the randomly located terminal model.   The 100 MHz system, linearly extra- 

polated from the 21 MHz system, shows that a minimum of 200 users could be accommo- 

dated with outage probability less than 0. 01.   This performance is achieved using the 
2       2 spectral occupancy of the sin   x/x   spectrum.   Filtering would improve performance; 

only range difference power variations were considered, however.   Finally, the 
_5 

required 10     error rate was achieved using an encoding process that requires 0. 045 

error rates at rate one-half to achieve the desired performance. 
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7.3  MODULATION AND CODING FOR MULTIPLE ACCESS AND ANTIJAM 

This section presr.nts performance comparison of various coded waveforms 

with respect to their theoretical multiple access and antijam characteristics.   By 

theoretical it is meant that with f*\}quency slotting, as a typical example, there is 

ideal orthogonality; i.e., the limitations of near /far dynamic range are not brought 

in here.   Similarly, with time slotting, the transmitter is assumed to have the capa- 

bility to increase peak power inversely with duty factor, and no time overlap occurs. 

7. 3. 1 THEORETICAL SEQUENTIAL DECODER PERFORMANCE 

The simplest demodulation-decoding combination for CNI implementation 

utilizes hard binary decisions on the received c vded digits, which are the input to 

the decoder.   It is desirable to know what performance is theoretically feasible by 

utilizing quantized amplitude information from a binary PSK demodulator over a non- 

fading channel with jamming.   The value of R for each of the respective channels 

and E/N   operating point is the basis of performance comparison; this implies use of 

sequential decoding implementation schemes*. 

Although continuous interference or jamming (i.e., white Gaussian noisev is 

of primary interest, the analysis has also considered intermittent strategies (corres- 

ponding to pulse jamming of a PN waveform or partial band jamming of a FH/PN 

waveform).   The point of view is adopted here that the worst (minimax design) case 

is presumed, considering choice of communicator's and jammer's strategies. 

7.3.1.1  Measure of Performance 

For the present analysis, the jammer's choice of strategies is presumed to 

be confined to use of Gaussian noise with pulse and partial band coverage, maintaining 

a fixed average power independent of duty factor or fraction of total channel bandwidth 

occupied.   It is evident thai this represents an idealization appropriate for a first- 

look comparison, and a sophisticated analysis should characterize the jammer in a 

more realistic manner.   Furthermore, the basic postulate is made that the channel 

is effectively made memoryless by the use of random interleaving over a long duration 

in which the jammer is statistically stationary.   As a result, each digil ci the signal 

can be assumed to be independently perturbed by the jamming. 

K. Jordan, "The Performance of Sequential Decoding in Conjunction with Efficient 
Modulat'on", IEEE Trans on Comm. Tech., Jure 1966, pp 283-297. 
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The ratio of average jamming power to signal power can be characterized by 

the parameter E/N , where 

E  -   signal energy per digit 

NQ -  average jamming power per Kz 

For digital transmission at the rate R, expressed as bits per digit, the normalized 
parameter 

Eb/NQ = (1/R) • E/No (29) 

is defined to facilitate comparing performance of different combinations of modulation and 

coding. For afixedE/N0, the jammer can arbitrarily choose duty factor = k. This repre- 

sents his choice of strategies and can be extended in a direct manner co include partial time 

and bandwidth occupancy, more generally for FH/PN waveforms. 

Equation (29) may be applied as a first-look approximation to estimate perform- 

ance for sequential decoding by setting R = R .   It is also of significance with block 

codes if R is equal to the transmission ra1e for the block code (expressed as bits per 

digit). 

7.3.1.2 Amplitude Quantized PN/PSK Channel 

For purposes of analysis, the coherent pseudonoise channel with PSK modula- 

tion is presumed to yield, for each transmitted digit, a demodulated output amplitude 

referenced to the Jamming power occurring over the duration of that digit. The jam- 

mer's strategy of interest is duty factor k. 

It is assumed here for simplicity that a perfect carrier reference is available 

for coherent demodulation. Consequently, the output amplitude v for ideal integrate- 

and-dump demodulation has the probability density, c^ Utionil on a positive or nega- 

tive digit being transmitted, 

p(v/± 1) - (1 - k) 5 (v T oo) + -k— exp [- (v T  \/2kE/N   )2/? 1 («o, 
/2TT L ° J 

the delta function arises from the normalization bv jammer power, which instantane- 

ously is zero during the jammer's off interval. 
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A practical system will necessarily quantize the output amplitude to enable 

storage prior to de-interleaving, examples being 

• Binary Quantization (Hard Decision) 

• Tertiary Quantization (Null Zone) 

• Four-Level Quantization (Double Null Zone) 

These are representative of increasing conceptual difficulty,  since tertiary quantiza- 

tion involves optimization of null-zone threshold, and four-level quantization in 

addition involves optimization of the decoding metric. 

The applicable formulas can be derived from Equation (30) to be 

Binary 

R comp 1 - log2 (l + 2 \Zp?T= p) ) (31a) 

p = probability of error 

Tertiary 

Rcomp =   1 ' loR2   V + 2 VPl1 ~ P - W) + w) (31b) 

p =  probability of error 

w   -   probability of null 

Four Level 
Rcomp =   1 ~ log2 [l + 2 V'P(! - P - w - v)   + 2 uw7J (31c) 

p =  probability of error 

w  =   probability of incorrect null 

v -  probability of correct null 

The various transition probabilities depend on the value of duty factor k and n'lll 

threshold setting, and are obtained from the probability density of Equation (30). 

The minimax concent may now be applied to maximize P. by choice of null 1        • ™ comp 
threshold while the jammer attempts to minimize R by choice of duty factor. comp 
Actually the Jinary case does not involve a minirnax calculation, since the only variable 

is duty factor, and the problem reduces simply to maximization of p by choice of duty 

factor.   If this 's done, the result is 

p-^y~     E/No>-1.6db (32^ 
o 
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for the worst case duty factor,   Below the region of Equation (32), the jammer's duty 

factor is unity for computing; p. 

The performance results are presented in Figure 7-23, along with the theoretical 

curve for an unquantized output.   The latter can be shown to be given by 

/ -kE/N v 
R -   1 -log.    1 +ke ° (33) 

comp 2 \ / 

where k, again,  is to be selected to minimize I*    m_.   A1so shown in Figure 7-23 is 

the result for binary demodulation with continuous jamming, rather than the worst- 

case pulsed which yields Equation (32).. 

For a hard decision, rate- 1/2 sequential decoder, the channel error probability 

at R = 0.5 is the significant performance parameter.   From equation (31a), or 

alternatively through Figure 7-23, the channel error probability is p = 0. 045.   Hence, 

in terms of channel errors, this indicates the design objective for specirlization to 

these decoder basic parameters.   The performance actually attained with simulations 

is given in Section 7.3.2 for this decoder. 

The minimax optimization of the four-level case is presented in more det-iil in 

Tables 7-4 and 7-5.   The decoding metric is determined from the maximum likelihood 

demodulator for each digit.   The logarithm of the likelihood lur.otion is convenient 

because the decision for a code word is then based on the sum of the log likelihood 

ever the digits of the word.   This decoding metric is shown in Table 7-4, where p, 

w, and v are determined for the minimax values of duty factor and threshold at each 

E/N .   Of course, only the relative magnitudes of the differences are actually sig- 

nificant. 

The meaningfulness of this choice of threshold and decoding metric should be 

noted .   The jammer strategy, within the allowed constraints of pulse jamming and 

average power denoted by E/N , cannot prevent satisfactory decoding for the R 

of Table 7-4, if the threshold settings of that table and the decoding metric of Table 

7-5   are utilized. 

* 
i.G, Stiglitz, "Coding for a Claas of Unknown Channels, "IEEE Trans, on Info. 
Theory, April,  1866, pp.  189-195. 

-255- 



UNCLAIMED 
748-1547 

0.1      ~        0.2 0.3 0..1 0.5 0.6 0.7 
RCON|p IN BITS PER DIGIT 

0.8 

Figure 7-23.   Comparison of Performance for Minimax 
Design Pulse Jam 

Table 7-4.   Minimax Strategies, Four-Level Quantization 

E/No 

(db) 

R comp 
(Bits/Digit) 

Duty 
Factor 

Normalised 
Threshold 

6 0.824 0.27 1.28 

3 0.691 0.48 1.12 

0 0.494 0.86 0.87 

-3 0.283 1.00 1.01 

-6 0.1508 1.00 1.40 

-9 0.0779 1.00 1.97 
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Table 7-5.   Decoding Metric, Four-Level Quantization 

Received Digit Decoding Metric j 

Correct log (1-p-w-v) 

Correct Null log V 

Incorrect Null log w 

Incorrect log p 

The performance of coherent PSK systems v,rill now be compared with that of a 

differentially encoded system (DPSK).   Equation (31a) applies provided that the prob- 

ability of error for DPSK, given by 

DPSK probability of error -■ 2p(l - p) (.34) 

replaces p ;n the equation.   Again the miriimax concept leads to finding the worst case 

jammer duty factor k which maximizes probability of error in Equation (34)    It is found 
to be given by 

0   147 
Probability of error - ~T~   for E/N   > E/N o o 

0. 7 db 135) 

with k = 1 for lower values of E/N . 

The result of DPSK is also plotted in Figure 7-23 and it is observed that a 

minimum of E, /N   occurs as a function of R , roughly at. E/N   = 0 db    This min b    o comp'        b   J o 
;mum is degraded approximately 2. ft db f/om the hard -dec is ion coherent PSK system 

operating at the same R p ° comp 

it is concluded that the DPSK system is considerably inferior to the coherent 

PSK system using hard decisions (as maasured by E. /N ); however, some of the de- 

ferential is used up by the need for a transmitted reference with the latter to resolve 

thj 180   phase ambiguity.   The further conclusion is reached that a significant per- 

formance gain (approximately 1, 5 db) is available with PSK by the expedient cf going 

to four-level quantization from binary hard decision.   However, this involves the 

additional complexity of threshold adjustment.   The improvement beyond four-level 

is seen to be marginal, and can be obtained only by providing additional storage and 

complexity. 
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Further note that there is also only a marginal improvement, in performance 

(?.. /N ) associated with operation at E/N   less than 0 db.   Hence, it appears that a 

rate in the range 0.25 < R < 0,5 represents a practical design.   Lower rates actually 

will lead to degradation due to difficulty of maintaining coherent demodulation. 

7. 3.1.3   Noncoherent DPSK Channel 

For CNI, there is interest also in noncoherent DPSK (to be contrasted with 

differentially encoded PSK described above), since an allowance for Cos^a3 loop re- 

acquisition is then unnecessary after hopping to a new frequency slot.   The hard 

decision probability of error for continuous jamming is well known to be 

-E/N 
p -   0.5 e ° (36) 

and for intermittent jamming, the worst case is found to be 

'   o 

for E/N   > 0 db.   Equation (36) applies for E/N   < 0 db.   At E/N   = 1,4 db, it is 
o o o 

found that R = 0,2;", and therefore E./N  -1.4 db, and this is the minimum, comp ' b'   o ' 
This result shows one db degradation compared with performance of differentially 

encoded PSK, displayed in Figure 7-23, 

Amplitude quantizing is possible with noncoherent DPSK directly on the non- 

limited product demodulator output, give . by 

v  =   Product Demodulator Output -   V V   cos (9   -6_)        (38) 

where V is the envelope and 6 is the phase of each digit as received with noise present. 

From the results on the coherent channel, four-level quantization appears the most 

practical candidate to study.   The decision regions are defined by decision thresholds 

at + v.,       .   .., in addition to the usual polarity decision. 

A direct computation of the transition probabilities for a given v..       ,   .. 

does not seem feasible in tabulated form.   An empirical computation may be obtained 

by Monte Carlo simulation of the product demodulation process, following which an 

approximate value of the performance improvement with quantized demodulation is 

obtained. 
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The evaluation was restricted to continuous jamming.   The roughly optimum 

threshold setting to maximize R is found to be 0,5 of signal amplitude, obtained 
* comp " K 

by testing different values and empirically measuring the transition probabilities to 

compute R .Asa tvpical result, at E/N  - 3 db, R was determined to be 
* comp r ' '   o '    comp 

in the range 0,5 to 0.53, the scatter being due to statistical fluctuations of finite-time 

averaging. Since RCQm with hard decisions is 0.41 for this E/N0 (continuous jamming), 

the improvement by going to 4-level demodulation is seen to be approximately one 

decibel.   Thus, the improvement is roughly c;^mparable with that previously computed 

for coherent PSK.   Note, however, that even with the improvement realized by going 

to the complexity of 4-level demodulation, noncoherent DPSK still does not outperform 

differentially-encoded PSK. 

7. 3. 2  SEQUENTIAL DECODER SIMULATION 

As shown in Section 7. 3,1, the performance of sequential decoding has greot 

potential value when applied to a CNI system.   Therefor 2, sequential decoding algo- 

rithms were investigated and corresponding sequential decoders simulated.   The em- 

phasis in the investigations was to determine how effective a sequential decoder could 

be when derigned to minimize cost at the expense of memory and performance criteria. 

The interest in this sequential decoder design was caused by its prospective applica- 

bility to applications wherein low data rates will be communicated over the channel. 

A significant parameter of a sequential decoder is the desired bit error rate 

out of the decoder.   Becauso of the desire to use these decoders for a variety of input 

data requiring somewhat different output error rate3, the proper design criteria in 

this area is not obvious.    Voice and data will both be processed by the machine but 

these require significantly different resultant error rates.   As a compromise, the 
-3 -5 

error rates of 10     and 10     were selected.   It is considered that these error rates 

are both representative of actual, requirements and would display the difference in 

machine design that would be occasioned by more specific error rate specifications. 

An inportant decision in the design of *b<? sequential decoder is the memory 

to be used.   In the discussions, three general types OJ memory were forwarded as 

being applicable to the problem: cores, small transistor matrix memories providing 

16-bits per package, and MOS sluft register techniques.   Sequenünl decoders t;> date 
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have almost universally employed core memories.     However, investigations show 

that the other types of memories presented may be nearly compatible in prne with 

core memories today (when military environments are considered) and will probably 

be significantly cheaper and more convenient in the future.   The memory size of 

interest appears to be in the region between 512 to 2048 words of 2 bits each.   Thus, 

the memory is not large enough to gain the potential low cost of cores associated with 

large memory sizes.   In addition with such a small memory, small transistor matrix 

memories and MOS shift register techniques will give increased performance due to 

the speed of memor   access, the degree of accessibility, and the ease of manipulation 

and interfacing with the remainder of the logic elements. 

From the above requirements, it was decided to develop in further detail a 

sequential decoder employing a rate one-half, systematic code, and hard decision 

detection techniques.   This decision was made to simplify the decoder and make re- 

sulting error rates and E, /N   operating points consistent with known operational 

constraints.   Having decided on these parameters for the sequential decoder, the 

design of a mechanization with the algorithm making use of these specific features 

was undertaken. 

The decoder being designed is new both in processing to reduce the accessible 

memory requirements and in the algorithm used for decoding.   The processing is 

described first, with the actual decoder treated as a general block. 

The proposed decoder makes use of three characteristics of the code and 

channel to permit a significant reduction in the accessible memory requirements.   The 

characteristics - hard decision, systematic code, and rate one-half - allow a simple 

implementation that essentially reduces the requirements for addressable memory by 

half.   The mechanization is shown in block diagram form in Figure 7-24.   The received 

bit stream is shown separated into information and check bit sequences; this operation 

can be performed directly because of the systematic nature of the code.   The received 

information bits are shifted into both an encoder identical to the original encoder and 

into an L bit delay line memory.   (Actually, the encoder can be part of the L bit mem- 

ory. )  The output of the local encoder is combined modulo-2 with the received check 

bits and the resulting sequence (the "syndrome") is processed in the decode      The 

* 
Codex Corp., High Speed Sequential Decoder Study, Contract DAAB07-68-C-0093, 
15 April 1968. 
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decoder output, as is shown subsequently, is the received error sequence delayed 

L bits.   When th's sequence iü summed modulo-2 with the received information bits 

(also delayed) an information bit sequence with low probability of error results.   The 

basic idea is that of calculating the syndrome and processing to obtain the error se- 

quence rather than the information sequence.   Because the cede is linear (i. e., modulo- 

2) only check bits are needed in the decoder memory, and the configuration shown in 

Figure 7-24 actually does decode the error sequence.   The information digits are 

hypothesized to be zero in the decoder portion. 

It is this ability to hypothesize all zeros for the information bits in the decoder 

thai permit:? the reduction of the accessible decoder memory.   For a rate one-half 

code the reduction is by a factor of two.   There is no overall memory reduction, how- 

ever, since the additional delay line memory shown in Figure 7-24 equals the gains in 

the decoder memory.   The advantage lies in the fact that the additional memory can 

be a simple, moderate rate shift register since access is only required at the ends. 

The configuration shown in Figure 7-24 then, offers a less expensive implementation 

than the standard mechanization. 

With the decoder implementation structure defined, it is necessary to derive 

the required algorithms and determine the experimental program to specify design 

parameters.   Two algorithms were developed to take advantage of the systematic rate 

one-halt code and the hare» decision bit detection.   These are the Fano threshold   and 

the tnodiiied threshold algorithms described in Appendix I.   Some of the design factors 

L BIT DELAY 

, ( \ CLEAr 

\ ) DATA 

INFO BITS 
ENCODER 

R. i ►           m 

R >i V 
c 

CtCCK BITS DECODER 
R 

L BIT DELAY 

UNCLASSIFIED 
m-m 

Fi« ure 7- 24.   Se quenl ial Decoder Configurat on 

*J. Wozencraft and I. Jacobs, Principles of Communication Engineering, John Wiley, 
1965, pp 431-439. 
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to bo established were, the backup buffer size, the overall buffer size, the required 

speed advantage, and the error rate performance.   To determine these factors, the 

following experimental program was set up.   Given a specific code and a channel error 

rate, select the algorithm parameters (these parameters will be discussed with the 

development of the algorithm) to minimize the computation distribution.   Using the 

algorithm parameters, determine the undetected error probability at the given channel 

error rate.   This procedure is then to be iterated to determine the performance of 

that same code at different channel error rates.   The channel error rate interval of 
_2 

interest is from 5 x 10    .   The constraint lengths investigated were 10, 21, 32, and 44. 

A second set of experiments was made to determine the probability of overflow 

for various buffer sizes and speed advantages.   The probability of overflow was found 

by measuring the computation distribution.   The required backup buffer was found from 

a distribution of the deepest backup the decoder incurred in any search. 

A final set of experiments were set up to determine the performance of statis- 

tical resynchronization of the decoder after buffer overflow.   Statistical resynchroni- 

zation involves repeated guessing of a constraint length of information bits in an attempt 

to restart the convoluticnal encoder used in the decoder to generate check bits to be 

compared with the received check bits.   The alternate method of resyncnronization is 

the familiar block resynchronization.   In this case, periodically a constraint length of 

predetermined information bits forming the tail of each block is transmitted.   Thus, 

resynchronization is possible because the information bits at the end of each block are 

known.   However, the insertion of the tail sequence makes the code rate not exactly 

one half.   This is a disadvantage because it is often not compatible for existing systems. 

In addition, there is a small rate loss due to the required tail, typically about . 2 db. 

7.3.2.1 Simulation Results 

Simulations of the syndrome sequential decoder were run using both the 

modified and the Fano threshold algorithms.   These simulations showed that in the 

cases of interest, where a significant part of the probability of error is due to over- 

flows, the Fano threshold algorithm gives superior performance over the modified 

threshold algorithm. 

To establish the performance of the algorithms, statistics on the number of 

computations (moves) to advance a node in the code tree, the maximum backsearch 
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to advance a node and the undetected errors were measured.   The binary symmetric 

channel was simulated by assuming that the all zeros vector was transmitted and ones 

were produced for errors in the data stream by a random number generator.   Thus, 

the stored information bits should be corrected by the decoder to give the all zeros 

vector and any ones appearing in the information bit stream after correction indicate 

undetected errors. 

Statistics on the computations to advance a node in the code tree are obtained 

by counting the number of moves backward and forward before the decoder advances 

to a new node deeper in the cod's tree.   From these statistics on the computations, a 

distribution of these computations to advance a node car be found.   This computation 

distribution is approximately of the Pareto type.   For a given probability of overflow, 

the number of incoming nodes to be stored is specified from the computation distribu- 

tion, the time to make a forward or backward move, and the data rate.   For example, 

let N be a number such that the probability that the number of moves to advance a 

node C is greater than or equal to N is equal to p, where p is the probability of over- 

sow.   Let T be the time in seconds to make a forward or backward move and let R 

equal the data rate (bits/second).   Then the number B of incoming nodes to be stored 

is given by 

B = NRT (o9) 

The parameter 1/RT is usually referred to as the speed advantage S, since it denotes 

the number of moves in a data bit time. 

While the number of incoming nodes to be stored for a given probability of 

overflow is dependent on the speed advantage, the prcbability of a backup overflow 

is mainly dependent on the number of nodes stored and only slightly dependent on (he 
constraint length of the code.   To obtain statistics on the backup, the number of nodes 

between the most advanced node reached by the decoder and the node reached during 

the deepest backsearch is recordc1. for each node as a more advanced node is reached. 

From these statistics, a backup distribution is obtained. 

Table 7-6 illustrates the observed probability of undetected errors versus 

constraint length for bias equal to 1/9 and 1/11.   The bias refers to the weight given 

to a double agreement (information and check bit) of the hypothesized node and the 

received node relative to the weight given to a double disagreement of these nodes. 

For example,  a bias of 1/9 indicates that a double agreement is weighted + 1 
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relative to a double disagreement weighted -9.   In theory,   the probability of undetected 

error for a systematic convolutional code with the rate R = 1/2 and R = 1/2 (binary comp 
symmetric channel error probability about C. 045) is asymptotically equal to 

ue C 2 
-k/2 

(40) 

where C i'j a constant independent of the constraint length k and the bias.   However, 

Table 7-6 indicates that while the probability of undetected error decreases exponentially 

with constraint length as predicted by Equation (40) for a bias of 1/11, it does not de- 

crease as rapidly for a bias of 1/9.   This result provides an advantage of using a bias 

of 1/11 for a lower total error probability. 

Comparing the performance of the two algorithms, the probability of undetected 

errors is somewhat smaller with the modified threshold algorithm for short constraint 

lengths than with the Fano threshold algorithm as seen in Table 7-6.   However, in 

Figure 7-25 the computations distribution indicates that even for constraint length 10, 

the probability that the computations C, is greater than or equal to some number N, 

P(C s N), is considerably less with the Fano threshold algorithm than under the same 

conditions with the modified threshold algorithm.   The backup distribution for con- 

straint length 10 in Figure 7-26 shows only slight improvement of the modified thres- 

hold algorithm over the Fano threshold algorithm. 

Table 7-6.   Sequential Decoder Undetected Error Probability 

Constraint 
* 

Bias Channel Error 
Probability 

Undetected Error Probability 
Modified Fano 

10 1/9 0.04 4.3x 10"C 5.3xl0~3    I 

10 1/11 0.04 2. 9 x 10"3 4. Ox 10"3 

21 1/9 0.04 7. 0 x 10"4 7.9x 10"4 

21 1/11 0.04 2.3 x 10"4 2.8 x IG"4 

32 1/9 0.04 2. 0 x 10-4 2.0 x 10"4 

32 1/11 0.04 . ä-6 <- r x 10 < 5 x 10"6 

E.A. Bücher, "Error Probability for Systematic Convolutional Codes," S. M. Thesis, 
MIT, February 1967. 
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When the constraint length is increased to 21, the change of bias has a smaller 

effect on the computations distribution as shown in Figure 7-27.   In comparing the 

backup distribution for constraint length 21 of Figure 7-28, the Fano threshold algo- 

rithm now shows an improvement over the modified threshold algorithm.   An increase 

in constraint length to 32 shows a further decrease in the effect of bias.   In Figure 29, 

the Fano threshold algorithm shows no effect at all of a change in bias for the computa- 

tions distribution.   Also, in Figure 7-30, the Fano threshold algorithm shows only a 

slight effect in the backup distribution over part of the range for a change in bias. 

While the backup distribution shows only slight variation with constraint length, 

the computation distributions continually show an increase of computations with an 

increase in constraint length.   When the constraint length is short, a pattern of errors 

may look like a correct pattern and the decoder moves directly through the pattern. 

Thus, for short: ccr^-'haint lengths, undetected errors are made instead of a large 

number of computations and anything (such as bias) that decreases the number of 

undetected errors will increase the computations.   As the constraint length gets longer, 

the number of undetected errors decrease to very small numbers, an increase in con- 

straint length has little effect, on the number of computations.   This effect can be seen 

by comparing Figure 7-27 for constraint length 21 with Figure 7-29 for constraint 

length 32. 

From the performance comparisons between the two algorithms, the Fano 

threshold algorithm was chosen with a constraint length of 32, a bia3 of 1/11, and a 

A(threshold spacing) of 9.   In Figure 7-31, the effect of Ais illustrated for a channel 

error probability of 0.04.   While the effect is small, simulations indicate that Aof 9 

gives the best performance.   However, upon careful examination of the computation 

distributions in Figure 7-31, it is found that the performance does not rs>ach theoret- 

ical expec^tionp.   Since hard decision   r.te one-half systematic sequential decoders 

are known to degrade in an environment having correlated errors, the random number 

generator used in the simulation of the channel was investigated for the possibility of 

dependency between generated numbers. 

It was found that the random number generator used In the simulations did 

indeed have dependency between generated number*.   In Appendix II, the program for 

testing the dependency in the random number generator is presented along with the 

dependency that was found.   Using this test program, a random number generator with 

satisfactory statistics was found for a computer with a 24-bit word size. 
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/ 

Figure 7-31.   Computations Distribution for Sequential Decoding 
with Constraint Length 32 / 

/ 

Using the random number generator, which was found to have satisfactory 

statistics, the simulations for the sequential decoder with the *ano threshold algo- 

rithm were redone.   The computations distributions are shown in Figure 7-32 for 

various probabilities of error in the channel.   For comparison of the improvement 

obtained by using the new random number generator over the results obtained by 

using the original random number generator, the computation distribution for prob- 

ability of error in the channel equal to 0.04 obtained previously is presented.   Figure 

7-33 illustrates the improvement in the backup distribution and presents the backup 

distributions for various probabilities of channel errors. 

An interesting comparison can De made between the computations distribution 

obtained for the Fano threshold algorithm with its stored moves and the computations 
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Figure 7-32.   Computations Distribution for Sequential Decoding 
With Chosen Random Number Generator 

* 
distribution of algorithms that have been simulated in the past.     It is found that the 

Fano threshold algorithm shows a four-fold improvement in the computations distri- 

bution over the distributions presented by Codex Corporation.   This improvement can 

be thought of as a four-fold increase in the sp?ed advantage, and leads to a reduced 

memory size requirement and a proportionally greater maximum allowed data rate. 

To arrive at a bound on the probability of errcr out of the decoder fov various 

channel error probabilities, 160 modes were assumed to be available for backup.   Thus, 

the probability of backup overflow was negligible in the range of interest, probability 
-3 -5 

of error out of the decoder from 10    to 10   .   The remaining portion of the buffer was 

considered to be used to store Incoming nodes as the deuuuer made computations to 

advance a node.   The speed advantage chosen for the example was 16.6.   With the 

Codex Corp., op. clt. 
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Figure 7-33.   Backup Distribution for Sequential Decoding with 
Chosen Random Number Generator 

speed advantage and the number of incoming nodes stored known, the probability of 

overflow was computed from the computation distributions in Figure 7-32.   Combining 

the probability of overflow with the probability of undetected errors, the total proba- 

bility of error   out of the decoder is obtained and plotted versus energy per bit/noise 

energy in Figure 7-34, presuming an ideal binary PSK channel.   Figure 7-34 illustrates 

After an overflow, the received information digits have the channel error rate; hence, 
tbis calculation gives a pessimistic result. 
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Figure 7-34.   Sequential Decoder Performance with Chosen 
Random Number Generator 

the performance of the sequential decoder for three buffer sizes:  256, 512, and 1024 

nodes.   The performance using the original random number generator with a buffer 

size of 512 Is presented for comparison.   Finally, Figure 7-34 compares the perform- 

ance of the sequential decoder against the (24, 12) Golay block code and the uncoded 

channel (reference optimum binary curve). 

7.3.2.2 Synchronisation 

The occurrence of buffer overflow is a problem in sequential decoder design 

because the sequential decoding process requires the ability to back up and change 

-272- 

J 



previously hypothesized bits.   Buffer overflow occurs if in order to decode a given bit 

such a long search is required that the input data stream fills all the available backup 

buffer.   To gain buffering between the input data stream and the current bit to be 

decoded after buffer overflow, the decoder has tc be advanced a distance beyond the 

input stream.   However, before the decoder may be advanced, a number of informa- 

tion bits must be placed in the output data stream with the channel errors uncorrected. 

After the decoder has been advanced, resynchronization is required before decoding 

maj continue. 

The simplest and most familiar resynchronization scheme is block resynchron- 

ization.   In this case, periodically a constraint of predetermined information bits form- 

ing the tan of each block is transmitted.   The required tail algorithms for this 

resynchronization scheme are discussed in Appendix I under normal conditions, when 

buffer overflow has not occurred.   When a buffer overflow does occur, the remaining 

information bits in the block are placed in the output data stream with channel errors 

uncorrected.   The decoder can now be moved to the beginning of the next block.   Since 

a constraint length of predetermined information digits v/as transmitted, the decoder 

can correctly choose the hypothesis digits to begin decoding again.   Hence, the decoder 

is resynchronized.   However, a tail sequence nmdt be inserted for . ^synchronization, 

making the code rate not exactly one half.   This is a disadvantage because it is often 

not suitable for existing systems.   In addition, there is a smaH rate loss due to tne 

required tail, typically about . 2 db. 

Another possible resynchronization scheme is referred to as statistical resynch- 

roni2.Ption.   In this case, when a buffer overflow occurs, the decoder is jumped a 

specified distance forward and a constraint length minun one cf information bits is 

guessed for the hypothesis digits to begin decoding again.   The distance the decoder 

is jumped forward is dependent on the computations distribution for resynchronization 

attampts. 

The present decoder structure calculates a syndrome from the incoming data 

stream.   Thus, if no errors occur in the information d'gits, the correct hypothesis 

digits are ail zeros.   A resynchronization strategy is to have the decoder jump ahead 

a specified distance making this point the "origin" such that the decoder cannot back 

up past it.   The hypothesis digits ar3 set to zero, and decoding is attempted.   Resynch- 

ronization is declared if the decoder advances three constraint lengths because 
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simulations of the limited back search concept discussed in Appendix I have shown that 

a reasonable backup buffer contains only three constraint lengths of nodes.   Hence, 

when the decoder has advanced three constraint lengths, the backup buffer is again 

filled and as the decoder advances, the hypothesis behind the backup buffer may be 

output to correct the information bits.   As in the block resynchronization scheme, 

channel errors in the information digits are not corrected between buffer overflow 

and resynchronization.   The probability of error over this period is just equal to the 

channel probability of error. 

During resynchronization, the decoder occasionally must return to the "origin" 

several times.  When the decoder returns to the "origin" a specified number of times, 

the resynchronization attempt is rejected.   A new resynchronization attempt is begun 

by advancing the decoder the specified distance.   With a correct choice of the hypothesis 

digits, the decoder usually will not return to the "origin" three times.   Hence, if the 

decoder returns to the "origin" more than three times, the initial hypothesis digits are 

probably incorrect and the decoder probably cannot resynchronize.   Thus, the resynch- 

ronization attempt should be rejected. 

Simulations performed indicate the statistical resynchronization scheme is 

feasible for constraint lengths as large as 44.   Indeed, the theoretical probability of 

resynchronization, P   , is 

Prt-d-P/'1 (41) 

where 

P   = channel probability of error 

k = constraint length. 

For P   - 0. 045 and k = 44, e 

Pn = (1 - 0.045)43 = 0. 138 (42) 

and repeated guessing would give a correct constraint length in approximately 7 trials 

on the average.   Table 7-7 presents the results of the simulations to measure the 

probability of resynchronization.   In the table and the figures to follow: 

N    number (if allowed returns to the "origin" 

P    ,     the probability of;! resynchronization attempt with 
correct hypothesis being rejected. 
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Table 7-7.   Measured Probability of Resynchronization 

p 
e k 

Prob, of Resynchronization 
N P 

rch Theoretical Measured 

Ö.045 44 0.138 0.256 
0.215 
0. 164 
0.075 

3 
2 
1 
0 

7.25 x 10_2 
1.45 x 10, 
7.25x10"^ 

0.508 

32 0.24 0.345 
0.281 
0.234 
0. 134 

3 
2 
1 
0 

4.16 x 10"^ 
1.66 x 10 

0.1 
0.462 

0. 035 44 0.216 0.338 
0. 293 
0.252 
0.142 

3 
2 
1 
0 

0       -3 
9. 36 x 10 J 
1. 85 x 10"* 

0.381 

32 0.331 0.454 
0.382 
0.338 
0.222 

3 
2 
1 
0 

0       -3 3.02x 10 2 
3. 92 x 10 

0.365 

It should be noted that the measured probability of resynchronization is considerably 

larger for N > 1 than the theoretical.   The larger measured probabilities result from 

the ability of the decoder to resynchronize even when errors have occurred in the 

initial hypotheses.   The density of the possible errors in the initial hypotheses that 

can occur in a successful resynchronization attempt is illustrated in Figure 7-35. 

To produce the curves in Figure 7-35, each successful resynchronization wa^ 

tested for one or more errors in a group of five hypothesis bits.   For example, if a 

successful resynchronization had an error in the third and the seventh hypothesis bits, 

tlwn the group of the 1-5 hypothesis bits and the group of 6-10 hypothesis bits would 

each be credited with containing errors.   The fraction of successful resynchronization 

attempts having errors in a group of five is illustrated by the horizontal lines in 

Figure 7-35.   The curves connecting the horizontal lines are drawn to illustrate the 

shape of the density.   As N decreases, only errors in the beginning of the initial hypo- 

theses will allow resynchronization.   Indeed, when N    0, the successful resynchroni- 

zation attempts containing errors in the initial hypotheses had errors only in the first 

five hypothesis bits.   This decrease in the allowed positions of errors in the initial 

hypotheses partly accounts for the decrease in the probability  >t resynchronization 
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F ■ FRACTION OF SUCCESSFUL RESYNCHRONIZATION 
ATTEMPTS CONTAINING ERRORS INA BLOCK OF 
FIVE HYPOTHESIS BITS 

N ■ NUMBER OF ALLOWED RETURNS TO "ORIGIN" 

PROBABILITY OF CHANNEL ERROR ■ 0.045 

CONSTRAINT LENGTH -44 

BIAS -1/11 

THRESHOLD - 9 

H- 
30 

HYPOTHESIS BIT 
40 

Figure 7-35.   Density of Frrors in initial Hypothesis for a Given 
Successful T-cesvnchronization 

as N decreases.   The additional decrease in probability of resynchronizatior as N 

decreases results from the increase in P    , 
rch 

Figure 7-;$<j illustrates the computations distribution for statistical resynch- 

ronization with a constraint length 44.   This distribution is for the computations to 

advance three constraint lengths beyond the "origin" which specifies a successful 

resynchrorization.   For comparison, the computations distribution under normal 

decoding conditions to advance three constraint lengths is included.   By specifying a 

number of allowed return* to the "origin" , blocks of data containing a large number 

of errors are rejected after too many returns to the "origin".   Thus, the curves where 

N is specified illustrate smaller number of computations than the curve for normal 

decoding conditions. 

The computations distribution for rejection of a resynchronization attempt with 

constrain' length 44 is presented in Figure 7-37.   As N decreases, it is shown that the 

number of computations to reject an attempt decreases rapidly.   It also should be noted 

that the distributions do not vary greatly with the channel probability of error. 
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The computations distribution for resynchronization with a constraint length 32 

is shown in Figure 7-38.   The distributions are similar to those for constraint length 44 

except the curves do not decrease as rapidly in computations for a decrease in N as 

for constraint length 44.   In fact, the distribution for N = 1 is identical with that for 

N = 0.   Figure 7-39 illustrates the computations distribution for rejection of a resynch- 

ronization attempt with constraint length 32.   In this case, it is also apparent that the 

computations do not decrease as rapidly with a decrease in N as for a constraint length 

44.   In addition, the channel probability of error has a greater effect, expecialiy for 

N - 1 or 0. 

To apply the computations distribution to accept or reject a resynchronization 

attempt, it is necessary to establish a resynchronization strategy and performance 

criteria.   First, Duffer overflow occurs when all available buffer is filled with unde- 

coded data and the next piece of data will have to be placed in the portion of the buffer 

reserved for backup by the decoder.   To gain buffer space, some information bits 

must be placed in the output data stream with channel errors uncorrected.   It is, 

10. 

1069-2W0 
UNCLASSIFIED 

10 '-: 

10 '-r 

;o 

COMPUTATIONS DISTRIBUTION 
FOR RESYNCHRONIZATION 

COMPUTATIONS DISTRIBUTION UNDER 
NORMA! CONDITIONS TO ADVANCE 
THREE CONSTRAINT LENGTHS 

N ■ NUMBER OF ALLOWED 
RETURNS TO "ORIGIN" 

CONSTRAINT LENGTH -3«!  
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THRESHOLD    9 

PROBABILITY OF CHANNEL 
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Figure 7-38.   Computations Distribution for Statistical Resynchronization 
with a Constraint Length 32 
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Figure 7-39.   Computations Distribution for Rejection ot a 
Resynchronization Attempt with Constraint Length 32 

therefore, possible by advancing the decoder a full buffer distance that all the stored 

information bits will have been placed in the output data stream, and the decoder must 

wait for more incoming data before resynchronization can occur.   This situation is 

somewhat undesirable because resynchronization may take considerable time under 

this condition.   However, with the buffer completely empty, the probability of another 

overflow immediately after resynchronization is extremely small, and it is desirable 

to minimize the probability of additional overflows immediately after synchronization. 

Thus, an arbitrary but reasonable resynchronization strategy is to divide the buffer 

into parts such that, on the average, resynchronization will occur without the delay 

of waiting for new data bits.   For example, if the buffer B is 512 nodes and the con- 

straint length kis 44, then, the backup buffer is 132 (three constraint lengths) and the 

forward buffer B._ is 380.   The probability of resynchronization is 0. 256 for N = 3 and t 
P   =0.045.   Therefore, the decoder should jump forward 

e 

Na= F 
380 

0. 256 97 nodes (43) 
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For a speed advantage S (moves or computations per data bit) equal to 16.6, the prub- 

abflity of overflow during a normally successful resynchronization attempt, P    , can 
-2 . 

so' 
b-„ found to be 2.3 x 10     in Figure 7-36.   The fraction F of resynchronization attempts 

rejected by overflow that would normally be rejected by too many returns to the "origin" 

can be found to be 0.51 in Figure 7-37. 

Using Figures 7-36 through 7-39 with S = 16. 6 and P   = 0. 045, Table 7-8 is 

produced to illustrate resynchronization performance    Fo* various values of N, con- 

straint length k, and buffer B, the parameter«, P    , F, and number of nodes to 

advance N   are presented.   The probability of overflow under normal conditions is P 

and is presented here r.o compare probability of overflow during resynchronization with 

normal conditions. 

When F is very small, then the resynchronization attempts tend to be rejected 

by returns to the "origin " rather than for too many computations.   Hence, the buffer 

begins to empty because more information bits are being put into the output data stream 

than are being placed in the buffer by the input data stream.   Therefore, with F small 

Table 7-8.   Statistical Resynchronization Performance 

- -| 

B 

■ 

BF P 
o Na P 

so 
F 

r 

N 

44 512 380 8. 5 x 10-0 97 
81 
62 
28 

2. 3 x 10'2 

1. 04 x 10 2 
1.20 x 10 2 
1.60 x 10~J 

0.51   „ 
1. 7x10 J 
2,8 x 10   j 
4. 2 x 10 

3 
2 
1 
0 

1024 892 4.0 x 10"° 228 
191 
146 
67 

8.20 x 10*^ 
3. 40 x 10 
3 65 x 10"^ 
4.80 x 10 

8.2 x 10~2 

3.5 x 10"^ 
4.9 x 10 ;? 
9.8 x 10 

3 
2 
1 
0 

32 512 416 7.8 x 10"5 143 
117 
97 
55 

3.30 x 10~2 

2.60 x 10 
2.10 x 10"^ 
3.90 x \<f" 

0.255_3 

3.1 x 10 * 
1.8 x 10"^ 
1.3 x 10 

3 
2 
1 
0 

1024 928 S.85 x 10~5 320 
261 
217 
124 

1.20 x 10~2 

1. 10 x 10"^ 
9.00 x 10~ 
1.65 x 10 " 

2. 5 x 10"2j 
4.45 x 10~ 
4.9 x lü' 
3. 3 x 10 

3 
2 
1 
0 
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the probability of an overflow occurring immediately after synchronization is much 

smaller than P„ .   The beat value for N is then the value that gives small P    and F. so 6 so 
For k = 44, the best value of N is 2, bu! for k = 32 the best value of N is 1 since in 

both cases P_   is minimized and F is near minimum, so 

7.3.2.3 Conclusions 

Many modifications have been developed that improve on the basic sequential 

decoder.   A unique decoder configuration using the error syndrome was found to 

reduce the accessible memory requirements.   A Fano threshold algorithm was devel- 

oped that had several stored moves that reduced a considerable amount of the short 

sequence of moves necessary to change hypotheses.   In addition, a parameter KBACK 

was used in the algorithm to limit backup to three constraint lengths.   This was a 

reflective type limit that turned the decoder around similar to what happens when the 

decoder backs up to the origin. 

Simulations were performed that indicated the best distance values for the 

Fano threshold algorithm was 1 for a double agreement between the hypothesis and 

the received bits, or = 5 for a single agreement and ß = 11 for a double disagreement 

(bias of 1/11).   The best value of threshold spacing was 9.    Finally, simulations indi- 

cate that statistical resynchronization is feasible and the best value for N, the allowed 

returns to the ''origin"is 2 for constraint length 44 and 1 for constraint length 32. 

Statistical resynchronization is desirable because it avoids the small rate loss 

associated with block resynchronization, typically about 0. 2 db, and permits the code 

rate to be exactly one half.   The one-half code rate is more suitable for insertion in 

existing systems and avoids the hardware needed to insert the tail sequence and to 

buffer the input during insertion. 
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7.3.3  DELTA MODULATION FOR VOICE 

Although emphasis has been placed on using a 2400 bps data channel for 

vocoded voice, a much more economical voice digitization can be achieved by 

delta modulation.   Typical delta mod schemes transmit at 19.2 kbps, which 

leads to an eight-fold increase in the requisite data rate for a CNI voice channel. 

However, now the receiver can tolerate a much higher error rate, so that error 

correction coding becomes unnecessary. 

Although the tolerable error probability for delta mod can only be 

ascertained subjectively, an accepted quantitative approximation is available 

through articulation measurements with standard word lists.   A variable-slope 

delta mod (VSD) unit was tested by Magnavox in conjunction with a digital PSK 

modem with interference introduced to cause random errors.      The results 

are shown in Figure 7-40.   It is noted that articulation scores approaching 

100 percent are obtained at low error probabilities, and the score stays high, 

well over 90 percent, for an error probability of 0.1.   The 38.4 kbps version 

of variable slope delta mod is found to be more susceptible to errors, and at 

9.6 kbps, articulation was reduced undesirably below 100 percent even in the 

absence of channel errors. 

It may be concluded that 19.2 kbps delta mod is a reasonable parameter 

choice which can be used effectively over a channel producing ten percent random 

error rate.   It is likely that burst errors at the same average error rate are 

even less of a problem. 

*F. J. Spayth, "Report on Voice and Data Testing Program at Fort Huachuca, " 
15 July 1Ü69, Magnavox Memorandum. 
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Figure 7-40.   Articulation of Variable Slope 
19.2 Kb/s Delta Mod with Channel Errors 

7.3 4   ALTERNATE MODULATIONS FOR A NON-COORDINATED 
TH/FH WAVEFORM CONCEPT 

The non-coordinated TH/FH/PN waveform approach described in Section 4.4.2 

of Volume I was configured so as to avoid the coordination limitations (e. g., speed of 

slot permutation and system reaction time) and problems (e. g., complexity and need 

for either central control or else self-adaptive control), while achieving reasonably 

efficient system performance otherwise (though not as good ideally as for the coordin- 

ated waveforms).    In the latter regard it is noted that the particular TH/FH/PN scheme 

with binary modulation, as described, gives protection against multipath ringing (by 

transmitting in a minimum burst length of 50 ysecs), multipath intersymbol interfer- 

ence (by 10 db of PN processing and error correction coding), spectrum splatter for 

severe dynamic range situations (by at least having some time-gating of the trans- 

mitted waveform; e. g., 1/20 time duty factor, though one still frequency hops over 

100 frequency channels), and moderate dynamic range interference (by using the 100 

additional frequency slot3 so that interference must statistically fall into a channel to 

be effective).   Morei  er, the schema has a reasonable sync acquisition time (the use 

of frequency hopping to make up the full system processing gain makes this possible; 
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i.e., by using multiple frequency channels the processing gain requirements in each 

channel for sync are eased).   On the other hand, the scheme is limited in terms of the 

number of strong multiple accesses possible in the direct mode for a given 100 MHz 

bandwidth (that is, multiple access capacity, which was illustrated at 200 maximum, 

is significantly less than that readily achieved with coordinated waveforms, and also 

less than one intuitively would expect to achieve with non-coordinated waveforms if 

the modulation were optimized for this alone).   The purpose of this discussion \3 to 

compare several alternate plausible modulations for the non-coordinated TH/FH wave- 

form approach so as to improve performance in regards to direct mode multiple access 

capacity, while still retaining nominally equivalent performance in all other regards 

(i.e., multipart), wide dynamic range, spectrum splatter, sync ease) including also 

anti-jamming.   That is, one would not really want to trade any of these other perform- 

ances (to a first approximation) for an increase in multiple access efficiency. 

The particular alternate modulation waveforms selected for discussion in this 

section are:   1) in a frequency-time slot one uses an M'ary time-shift-keyed waveform 

with PH modulation, receiver ampl;tude limiting of the received signal together with 

threshold detection; 2) in a given frequency-time slot one uses M'ary frequency shift 

keying together with threshold detection in a sequential receiver channel scan; 3) in a 

given frequency-time slot one uses M'ary frequency shift keying together with hard 

decisions on the channel with the Maximum amplitude (list decoding with l = 1); 4) the 

same as in (:5) but with "list of f "decoding and f = m, the alphabet size.   In each case 

above, the modulation is combined with sequential decoding with rale 1/2     The more 

specific wavefcrm parameters used in each case together with an explanation of the 

equaUons used in the analysis, are now given as follows, starting first of all with a 

recapitulation of the baseline binary modulation. 

7.3,4.1   Haselinc-Binary bl'SK/Sequential Decoding (10 db I'M. 
20   TH.  100 FIT) 

The signal structure comprises a 00 (jt;ce burst (to minimize ringing) which is 

sent out in one of 20 possible time-gated slots (perm.ited each frame' in a frame (frame 

is actually 12^0 fisecs) and on one of 100 possible frequencies (channel bandwkith is 

1 MHz) in a 100 MHz bandwidth.    The HO /jsec burst actually comprises a sequence of 

0 binarv diirits that are each encoded by 10 chips of l'N.    The PN chip width then is 

1 ^icc (1 MHz channel bandwidth results from thic).    The l'N chips are correlation 
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detected in the receiver to give 10 db of processing gain against intersymbol inter- 

ference and other in-band interference.   DF-SK modulation is used for each digit. 

Sequential decoding at rate 1/2 is als„ used so that the 6 digits represent 3 information 

bits.   For 2400 bps information rate the frame is, therefore, 800 pet sec (frame time 

is 1250 jusecs). 

For comparison with other modulations here only the direct mode case involving 

just very strong multiple access interferers and/or broadband noise jamming will be 

considered.   The computation is done in terms of R which by design will be set comp 
for rate 1/2.   The resulting multiple access capacity and J/S Performance is computed 

from the R expression. comp     F 

f  -.2 

T L i J 

For a digit error probability p (due to either multiple access interference or jamming) 

the evaluation of the above expression becomes 

RcomP 
= -loe2 

2[U» +iVa=rt] 

= l-log2[l + 2>/"plT:pT] 
(45) 

For strong multiple access interference only (no jamming or thermal noise), the digit 

error probability is the probability of an interferer landing in the correct time and fre- 

quency slot, times a probability of 1/2 that DPSK demodulation gives the ligi'.* phase. 

The effect of PN processing is neglected for strong multiple access interference. 

p-tj 
1 

(M-l)-j ,. „,. (46) 
c - [l - (l - jl)        j = M | for M large and ^ small 
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M = number of multiple accesses 

k  - time slot .duty factor 

N = number of frequency channels 

Rcomp (multiple access) r l~XoH \} + 2t\\ [l " f)] ^ 

f°r Rcomp    °' 5 bits/diK>t, * - 1/10,  M - 200 

For just broadband noise jamming alone 

p-|exp (-S/JQ) 
(48) 

S/J   ■•- signal-to-jam ratio into DPSK demodulation o 

Substituting into the previous R expression one gets for 

R = 0. 5 bits/digit, p - 0. 045, S/J   = 3. 8 db cump i   b  i Y '    '  o 

The corresponding J/S. required equals this value from 10 db for PN process- 

ing gain, plus 13 db for TH process gain, plus 20 db for FH process gain. The result 

is about 

J/S.« 39 db 
i 

For strong multiple access interference and broad-band noise jamming simultaneously 

present, tho DPSK digit error is taken approximately to be the sum of that when each 

effect is evaluated separately.    Included in Figure 7-41   is the result for the two 

computed asymptotes above (just multiple access and just jamming, respectively plus 

an interpolation curve for simultaneous jamming and multiple access, when a point is 

computed midway using the latter approximation. 

7.3.4.2  Alternate - M-ary PN/TSK/Sequential Decoding, Threshold 
Detection.  (10 db PN.     16  TH. 500 FH) 

The signal structure comprises a 50 ^isec PN-coded burst (approximately 

equivalent, though not exact, ringing performance to the binary system; also because 

of the PN, protection against muKipath ir.tersymbol interference results) which is 

deviated over 16 (M'ary of 16) possible time positions (consecutively spaced by a PN 

chip width) so as to convey 4 bits in the transmission of one burst in a frame.    Since 

a rate 1/2 sequential decoding is also vised, then for a 2400 bps information rate the 
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detected in the receiver to give 10 db of processing gain against intersymbol inter- 

ference and other in-band interference.   DPSK modulation is used for each digit. 

Sequential decoding at rate 1/2 is also used so that Hie 6 digits represent 3 information 

bits.   For "400 bps information rate the frame is, therefore, 800 per sec (frame time 

is 1250 s). 

For comparison with other modulations here only the direct mode caso involving 

just very strong multiple access interferers and/or broadband noise jamming will be 

considered.   The computation is done in terms of R which by desim will be set comp 
for rate 1/2.   The resulting multiple access capacity and J/S performance is computed 

from the R   __   expression, comp 

RcomP
=-loS2  1   SP»VP53> 

j 

-,2 

L 1 

bits/digit (44) 

For a digit error probability p (due to either multiple access interfere.ice or jamming) 

the evaluation of the above expression becomes 

Rcomp = -loS2 
2[l^ 4\r^>] 

= i-iog2[i + 2^pü-"pr] 
(45) 

For strong multiple access interference only (no jamming or thermal noise), the dic^it 

error probability is the probability of an interferer landing in the correct time and fre- 

quency slot, times a probability of 1/2 that DPSK demodulation gives the right phase. 

The effect of PN processing is neglected for strong multiple access interference. 

e = f j _ (i JL ) '     J * M | for M large and ^ small 
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M = number of multiple accesses 

k = time slot .duty factor 

N = number of frequency channels 

R 
comp (multiple access) = Mo&2 f1 H 2Vf (X " f)] ^ 

f°r Rcomp ~ °' 5 bits/digit,  c     I/I":  M - 200 

For just broadband noise jamming alone 

P r: 2 exP (~S/J
0) 

S/J   = signal-to- jam ratio into DPSK demodulation 

(48) 

Substituting into the previous R expression one gets for 

ft = 0. 5 bits/digit, p    0, 045,  S/J   - 3. 8 db 
comp a  ' ■ '        o 

The corresponding J/S. required equals this value from 10 db for PN orocess- 

ing gain, plus 13 db for TH process gain, plus 20 db for FH process gain. Tha result 

is about 

J/S. «39db 
l 

For strong multiple access interference and broad-band noise jamming simultaneously 

present, the DPSK digit error !s taken aporoximately to be the sum of that when each 

effect is evaluated separately.    Included in Figure 7-41   is the result for the two 

computed asymptotes above (just multiple access and just jamming, respectively) plus 

an interpolation curve for simultaneous jamming and multiple access, when a point is 

computed midway using the latter approximation. 

7.3.4.2  Alternate - M-ary PN/TSK/Sequential Decoding, Threshold 
Detection.  Q0 db PN.     16   TH, 500 FH) 

The signal structure comprises a 50 i/see PN-coded burst (approximately 

equivalent, though not exact, ringing performance to the binary system; also because 

of tiie PN, protection against multipath 'ncersymbol interference results) which is 

deviated over 16 (M'ary of 16) possible time positions (consecutively spaced by a PN 

chip width) so as to convey 4 bits in the transmission of one burst in a frame.    Since 

a rate 1/2 sequential decoding is also used, then for a 2400 bps information rate the 
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Figure 7-41.   Multiple Access-A/J Performance of Alternate 
Non-Coordinated TH/FH Wa .reforms 

Irame time ie 800 usec (*1/I200sec,.    The net TH duty factor, considering burst 

length and frame time, that results is 1/16.   The scheme here uses 5 usec wide 

PN chips (so that a total of 10 chips are contained in the 50/usec sequence burst) for a 

channel bandwidth of 200 KHz.   The number of frequency channels then is 500 FH.   As 

indicated previously, the PN chips are deviated by at least a PN chip (rather than a 

whole sequence burst length).   This is so as to minimize the total time deviation and 

thereby gain a time gating effect against frequency channel spectrum splatter.   Actually, 

for a total deviation interval of 130 fxsec (= 5x16 + 50 user.) out ofa800^sec frame interval, 

the protection afforded against spectrum splatter is not as great as for the other 

schemes (however, this is how the design parameters fall out).   Now the total received 

signal is limited, so that amplitude is normalized, and the   10 PN chips are correla- 

tion detected.   Each possible sequence position is tried until a threshold setting is 
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exceeded, and that position then is decided on as the correct position in which the 

sequence was sent.   An error in detection will occur primarily when the desired 

sequence is suppressed in the limiting action by strong interference so that threshold 

is not exceeded.   An error could also occur if the limited, interference signals are 

not discriminated against by 10 db of PN processing gain after the limiting action; the 

threshold can be net to make this type of error improbable (it is noted that the reason 

for the PN part of the waveform structure is primarily to provide the above error 

protection, as well as to discriminate against multipart) intersymbol interference). 

The performance analysis for this wavefoi *n structure, as well as the subse- 

quent alternate waveforms, uses the same assumptions (i. r,, R analysis for 

strong multiple access interference and broadband noise jamming) as for the binary 

waveform already diflcussed, and uses the same symbol definitions where possible 

(only new symbols will be defined here and subsequently).   The transitional probabili- 

ties in the R          expression are 
comp 

P(j/i) - 

oo 

/ 
_b 

S+N (x)dx / PN(y>dy 
-co 

j-1 

/ 
-co 

S+N (x)dx 

m-1 

/ PN(y)dy 

-co 

for i=j 

P(j/i) I Ps+N(x)dx 

-00 

b J-2 
/ PN(y)<iy 

-00 

CO 

/ PN(y)<*y 

b 

j  -S+N 
-oo 

(x)dx 

b m-1 r   -i 

/pN(y)dy 
_1 
m 

-00 —   — 

for i *j and i< j 

fb 
P(j/i) / '5N<y> 

j-i 0Ü 

iy 

L-oo 

/pN(>')dy J PN(.v)dy 

m-2 

/ PS+N(x)4x m 
-co -oo 

for i^j and i > j 

(49) 
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In Equation (49) 

oo 

/ 
Ps+N(x)dx| 

/ PN(7)dy 

■oo 

= probability that total signal in the correct signal 

slot exceeds the threshold setting Mb". 

= probability that signal in the incorrect slot does not 

exceed the threshold setting "b". 

The probabilities for each interfering slot are assumed the same and independent. 
The M'ary TSK probabilities are all equally likely and independent. 

P(l)   = m 

m ~  number of M'ary TSK positions 

Now for just strong multiple access interference the above expressions become 

considerably simplified. 

oo 

Jps+N(x)dx 

I pN(y)dy 
-00 

€  = 

~ 1 -€   = probability of no lnterferer landing in correct 

slot. 

*1.0  = probability that threshold not exceeded in incorrect 

slot. 

M) 
M-l" 

= probability that ar.y of (M-l) other access 

interferers lands in a given slot. 

The transitional probabilities then become 

p(j/l)  =   (l-c)+ (e£) fori = j 

PO/D  - (|) fori^j 
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Substituting in R omp 

comp (multiple access)     " og2 m [m\\    /   V m/      m   \  m 

=s-log2 13 +me+2V(l"-e) em (52) 

Evaluation of this expression for  m = 16  and to get «comp = 2 bits/digit,   which 

represents rate 1/2 coding, yields 

M = 400 for N = 500   FH and k     -^r (resulting €    ££■ J 

Now consider just broadband noise jamming.    For incoherent detection of 

energy in a sequence burst interval (but after PN correlation detection) the integral 

expressions for the transitional probabilities are the familiar Rimn and exponential 

ones, respectively. 

00 00 / v 

JPs+N(x)dx =  J x exp(*  2&  ) I0(ax)dx, x> 0 

J PN(y)dy =  j y exp (-^W, y> 0 
-oo -00 

= 1 - exp (-b* /2) (53) 

Though the.-e likely is an optimum threshold setting   considering system performance 

for purposes of analysis   the threshold setting was selected so that to a first approxi- 

mation the commissive error terms can be neglected.   Corresponding terms are 

therefore neglected in the transition probability expressions, as they were for evalua- 

tion of just multiple access interference.   Instead of the probability in terms of e, one 

now has, however, the flician distribution to evaluate.   Solvint R for rate 1/2 "    comp 
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coding one gets an EJier/N   required of 10 db.   For this computation a normalized 

threshold setting of 6 db wan used.   Taking into account the total processing gain of 

49 db (=10 db PN + 12 db TH + 27 db FH) the allowed jam-to-signal ratio is 39 db. 

The asymptotic results computed for jamming and multiple access interference alone, 

axe shown ir. Figure 7-41.   To evaluate the intermediate cases of simultaneous types of 

Inverforence, the assumption or approximation is made that one can add the jam slot 

error probability (given by the Rician distribution) to the multiple access slot error 

probability (given in terms of e).   Computing a sample intermediate point and inter- 

polating one gets the shape of the curve in Figure 7-41. 

7. o. 4. 3  Alternate - M'ary FSK/Sequential Decoding, Threshold 
Detection, (16 TH, 5000 FH 

The signal structure comprises a single 50 ysec pulse (same ringing perform- 

ance as before; also there is no multipai i intersymbol interference in this case but 

only a fading effect which is easily handled by the error correction  coding) which is 

sent on one of 16 (M'ary of 16) possible frequencies so as to convey 4 bits in the 

transmission of one pulse in a frame.   Since a rate 1/2 sequential decoding is also 

used then the frame time is 800 usecs once again.   The time duty factor allowed for 

the MFSK modulation is also 1/16 (the time slot is permuted on a frame-to-frame 

basis.   This TH factor is also the time-gating factor for spectrum splatter due to 

wide dynamic range interferers.    Now the channel bandwidth allowed for a 50 /asec 

pulse is nominally 20 KHz.   In 100 MHz there is then a frequency slotting factor of 

5000 FH.   That is, frequency hopping of the MFSK waveform (in which the M'ary 

frequency channels are different 20 KHz ones also) occurs over this number of 

channels, with frequencies changed on a frame-to-frame basis (every 800 /usecs,  or 

at 1250 bps).    The transmitted pulse, be'ng onlv of 50 usecs duration,  of course, 

gives better repeat jam protection than this     Now receiver detection of the MFSK 

waveform in this scheme involves threshold detection of the first channel,  in an 

arbitrary channel sampling seouence. with an output.    This scheme then is insensitive 

to the absolute value of the channel signal provided only that it is above the threshold 

setting.   Commissive type errors will occur then,  if there is sufficiently strong 

interference in any channel that precedes the correct one in the scan seouence. 

Omissive type errors (which involve suppression of the correct signal) are however 

unlikely to occur, since when an interferer lands in the correct channel it will mainly 
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serve to reinforce the energy and, thus, actually aid detection of the correct signals. 

Now with regard to commissive errors one would expect that the large number of fre- 

quency and time slots (80,000 total) reduces the probability of an interferer landing 

in a given channel.   Furthermore, since the first threshold exceedance in a scan 

sequence is accepted, and since M'ary channel transmission is equally likely over all 

channels then half the time, on the average, the interference-containing channels will 

be ignored.   The sequential decoding then would handle the remaining commissive 

errors that would occur after threshold detection. 

The transitional probabilities for use in the R expression have the same 
comp 

general form as already given for the M'ary PN/TSK scheme and,  therefore, need not 

be repeated here.   On the other hand, whereas the M'ary PN scheme for strong 

multiple access interference allows simplification of the expression by neglect of tho 

commissive error terms, the MSK scheme here allows simplification of the expression 

by neglect of the omissive error terms (assuming the threshold is set appropriately). 

rao 

/ Ps+N^ * 1.0 

f pN(y>dy PN 

-co 

i-e (54) 

Therefore-, 

;''/i)       (1 -0j_1 

P(j/i)    (i -oj_1f 

for i   =  j 

for j <    i 

j   >   i (55) 
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Substituting the above into, and then evaluating, the R expression for multiple 

access interference alone becomes 

r.-„._ = -tog9 comp i 

\ffiZ + (m-2) VRT-ö)] 

[~(sß^?~+ (m-3) Ve(l-€)2)] 

|2 

2 

(5fi) 

ForR equal to 2 bits/digit and m of 16, one gets comp a ' ( 

M - 1500 fore =~,   N=5000, k--^ 

For analysis of just broadband noise jamming it is desired for convenience of 

analysis (though not necessarily for optimum design) to make similar assumptions on 

commissive versus omissive errors.   Under tnis assumption then one 3ets the jam slot 

commissive error probability (since incoherent detection is used here the same expo- 

nential expression, as indicated in the M'ary PN discussion, applies) equal to the value 

of 1/50 just solved for € above.   The normalized threshold setting required is then 

error probability (since incoherent detection is used here the same exponential 

expression, as indicated in the M'ary PN discussion, applies) equal to the value of 

1/50 just solved fore  above.   The normalized threshold setting required is then 

solved to be 6 db.   One evaluates the slot omissive error rate probability (given by 

a Rician distribution) now to determine the value of E ,.  .,/N   needed for this nor- digit    o 
malized threshold setting, so that the effect on R of omissive errors can indeed " comp 
be neglected as already assumed above.   As already stated, this may not give an 

optimum system design but it is convenient for analysis here.    Solving this way one 

gets a required E ..  ../N   of 12 db.    Factoring in the processing gain of 49 db results 

in a jam-to-signal ratio required of 37 db.    The asymptotic- jam and multiple access 
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results are superposed on Figure 7-41.    The shape of the intermediate connecting 

curve is obtained by computing an intermediate sample point and interpolating.   This 

sample point is obtained by assuming that the slot error rate due to simultaneous 

jamming and multiple access interference is the sum of the error rates computed for 

each alone.   One then proceeds in a similar manner to the above to compute J/S and 

M. 

7. 3. 4.4  Alternate - M'ary FSK/Sequential Decoding, m ~. \Q   List of <l Alternate - M'ary FSK/Sequential Decoding, m - 16, List 
flee ode, (1/16 TH, 5000 FH) 

The cignal structure for this scheme is identical with the scheme just described 

in Section 7.3.4.3.   What -is - different is that instead of threshold receiver 

detection, one uses list of ? decoding instead.   This detection scheme involves examin- 

ing the actual amplitudes in each of the m received channels and ordering them in a 

list of ? , largest in amplitude.   Sequential decoding is used in combination.   By 

making the list large (? = m) maximum use is made of available information in the 

received channel signals.   One would expect in this case then that better performance 

can be obtained than with threshold detection that has just been described for the same 

waveform structure.   On the other hand, one trades increased complexity for this. 

The "list of I" decoding scheme has been implemented in the LET terminal    What v/e 

seek to do here is to evaluate for comparison purposes the performance of it for our 

waveform structure and for strong multiple access interference (results are not given 

in the published literature) and also to apply the published jam results (this saves on 

computations here) to our waveform structure    The analysis here will be for both 

I = m = 16 and 1=1 and m = 16.   The latter, hard decision case is, of course, not as 

good and one would expect that it is also not as good as that for the threshold detection 

scheme of Section 7.3.4.3   in strong multiple access interference (reason is that 

since one picks the channel with the biggest amplitude, and since all interference 

channels will be strong, then the only useful aspect of the detection scheme is that 

when the correct channel is also hit its energy is reinforced and ona has an improved 

probability of success).   It is given here only to bound the results. 

The expression for R for list of I has been derived in the published 

literature   to be 

* ' 
K. Jordan, op.cit. 
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R. comp = -2 log. (57) 

where 

Vfe 
oo 

/ PS+N 
-00 

,m-j 

(x)dx / PN(y)dy 

•00 

->H 
PN(z)dz (58) 

r. is the probability that the correct signal channel occupies posiuon j in the list. 

For iust strong multiple access interference, the assumption is made here that 

when the correct signal channel is not hit, then its amplitude is greater with unity prob- 

ability than any other channel that has not been hit.   Whereas with «ratty probability, 

the correct channel (when not hit) is smaller than a channel that has been hit.   On the 

other hand, if the correct signal channel is hit then it is assumed that with probability 

of 1,2 it is greater than anv other channel that has been hit.   Under these assumptions, 

the above expression for r. is seen evaluated to be 

_ m-V m-j    j-1 

MM    €   +£ M^rw"1 
(59) 

Substituting into R and evaluating for m = 16 and R =2 bits/digit one gets the 
comp comp ° ° 

following: 

For £ = 16, e >~ and M - 4000, k = ~r, N ™ 5000 FH 
20 16 

For I = 1,   e = jy^ and M = 450, k = ■—, N = 5000 FH 

For just broadband noise jamming alone ihe published results ran be applied with our 

processing gain to give: 

Fori = 16, -4^ -'8db, J/S = 41 db N 

Forl«l.    fflU   * 3. 5 db. J/S ■ 39. 5 db 
No  
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These asymptotic results are superposed on Figure 7-41, 

7.3.4.5   Effect of Partial Band and/or Pulsed Jamming 

Although it is common to compute performance for white Gaussian noise inter- 

ference, an AJ receiver actually should be considered with jamming optimized as a 

threat for the presumed waveform parameters.   The jammer can gain effectiveness by 

a partial band and/or a pulsed strategy, rather than uniformly occupying all frequency- 

time slots.   This behavior will be examined with respect to the hypothesis that the 

jammer maintains a fixed average power.   The parameter describing jamming strategy 

is a, the fraction of total time-frequency slots occupied at random. 

For data transmission after synchronization, the behavior of PSK waveforms 

has already been investigated as part of Section 7. 3.1.   If interleaving is presumed to 

render the channel effectively memoryless, the degradation was shown to be relatively 

small; as an example with a rate 1/2, hard decision channel, the degradation is about 

1 db with coherent PSK data modulation (see Figure 7-23).   Thus, the error correction 

capability of sequential decoding is able to combat partial occupancy jamming very 

effectively provided that the resultant errors are randomized. 

Now refer to the M'ary FSK waveform using threshold detection to enhance 

multiple access described in paragraph 7.3.4.3    Although the AJ performance was 

estimated for broadband noise jamming, an optimized jamming thrtat was not consid- 

ered there, and is now analyzed.   For purposes of worst-case analysis here, the 

jamming will be composed of tones randomly occupying a specified fraction (y of the 

total number of frequency slots (5000).   They each have an amplitude slightly exceeding 

the threshold setting A < I, where the derired signal has unit amplitude.   In the pre- 

vious analysis, the allowed false threshold triggering was designated to be e, and a 

value c "* 0. 02 yielded R 2 bits/digit.   Thus, if the effect of the jamming falling 

on the frequency of the desired signal is ignored for the moment, the maximum occupancy 

is Of- e = 0.02. 

It appears a reasonable choice that the türeshold setting A = 0. 707, which allows 

some margin for amplitude fluctuation of the desired signal.   With this, the resulting 

J/S, considering the time hop factor of 16 slots, is 

J/S = (.02) (.707)2 (5000) (16)  = 29 lib (60) 
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This J/S is degraded from the value previously estimated for broadband jamming by 

8 db and corresponds to an E,/N   = 17 db. 

The effect of jamming falling on the desired signal is to cause a probability 6 

that the threshold will not be tripped in the correct frequency slot.   These omissive 

errors were previously not considered.   The transition probabilities for receiving j 

if i is transmitted can now be written. 

. ,       .,      vM-lr 

P(j/i) = (i-e)j|-
1(i-ö)+ü-i4i 

M-l6 

M 

M-l« 

j = i (61) 

l/i)M1.€)i-26e + ÜJ:e)^ p(u/i) = (1 - e)J     öer + ^— ^  j > i 

and R computed for various choices of e and 6 . comp        y , 

For the previous choice of threshold A = . 707, the envelope of a randomly 

phased jamming tone of amplitude A combined with the signal of unit amplitude is less 

than A with probability 1/4.   This leads to the omissive probability of G. 25e.   It is 

found that the allowed occupancy a is reduced from 0. 018 for 6 = 0 to 0. 014 for 6 = 0. 25e. 

Thus, the more accurate computation reduces J/S to about 28 db, and the previous 

approximation turns out to be reasonably accurate. 

7.3.4.6  Conclusions 

If one examines the asymptote results for the different modulations in Figure 

7-41 (the intermediate points on the curve are not of as great significance, both because 

one expects the curve to be monotonic and because all points on the curve have not been 

determined precisely for reasons of ease of analysis here), it is seen that substantial 

improvements in multiple access capacity are possible whereas these systems main- 

tain comparable J/S performance; i.e., within a few db for noise jamming. Though the MFSK 

scheme with list H = 16 is best  it is also expected to be more complex than the MFSK scheme 

with threshold detection, which is second best.   The latter still gives a reasonably 

high multiple access capacity at 1500.   It therefore appears that this MFSK scheme be 

retained for further consideration.   The AJ implications of the use of threshold detec- 

tion to improve multiple access has been further examined.      The observed AJ vulner- 

ability leads to rejection of threshold detection schemes.   It is reasonable to consider 
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yet another TH/FH version using MFSK with M'ary block codes replacing M'ary sequen- 

tial decoding to reduce implementation complexity (with consequent performance degra- 

dation).   This waveform is retained as a candidate for further study in Section 4.2.3 

of Volume I. 

7. 3. 5   MULTIPLE ACCESS WITH NONCOORDINATED WAVEFORMS OVER 
A POWER-LIMITED SATELLITE CHANNEL 

In the satellite (remote) mode for CNI, the question arises of relative system 

utilization with coordinated and uncoordinated waveforms.   In view of the assumption 

of an omni aircraft antenna, a 100 MHz satellite channel typically is power starved 

for the comparison.   (Received power in earth terminal less than noise in the channel 

bandwidth.)  Because of this, the remote mode is a different problem than the direct 

mode. 

The channel can be characterized by orthogonal slots that are non-interacting 

These are entirely time slots for the simplest example of a hard limiting repeater and 

are the product of time slots and frequency slots for a channelized repeater with 
* 

separate limiting in each channel.     For a specified number of accesses, a coordinated 

system needs exactly that number of orthogonal slots, and the required satellite power 

can be computed directly therefrom by sharing among the accesses.   An uncoordinated 

system needs a larger number of slots to accommodate statistical overlap, and the 

required satellite power is thereby increased. 

7.3.5.1    Worst Case of Large Transmitter Power Differentials 

The general analysis of uncoordinated systems without power control of trans- 
it«* 

mitter outputs has previously been outlined.       Numerical results of coherent PSK 

modulation are extended here to provide a more detailed comparison with coordinated 

systems.   The system model is worst case in that the probability of error ir. assumed 

to be 0. 5 for the desired signal whenever overlap in its slot occurs.   Otherwise, the 

probability of error is determined by downlink S/N.    The average probability of error 

is to be computed. 

Second order considerations such as losses foi       Hiple channels in a satellite are 
ignored in this discussion. 

Aein and Schwartz, eds., "Multiple Access to a Communication Satellite with a 
Hard-Limiting Repeater,"   IDA Report R-108, Vol. II, April 1965. 
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If the ratio of number of accesses to number of slots is denoted by e , the 

average probability of error is, to a pood approximation with a large number of slots. 

Juncoordinated 
1 - exp (-f) 0.5 + exp (-€) 1 - * (p 2S/NJ ff»2) 

where S/N is the signal-to-noise ratio per access, assuming ideal sharing, as is the 

case for the coordinated system.   That is, 

1 - <f> ( \/2S7N) (fi3) 
Jcoordinated 

where $(x) denotes the Gaussian probability distribution applying to coherent PSK. 

For any value of S/N in Equation (t>2), e can be optimized to yield minimum 

probability of erroi.   This corresponds to making the best choice of number of slots 

as a compromise between effects of overlap and downlink noise.   The S/N for the 

same probability of error in the coordinated system then gives the multiple access 

degradation, to be interpreted as savings in satellite power for the identical number 

of access with coordination.   Alternatively, the degradation may be interpreted as the 

additional accesses which can be handled in a coordinated system with the same 

satellite power, provided that the available bandwidth is net exceeded.   Numerical 

results are presented in Figure 7-42. 

The degradation is less at high digit error probabilities, which implies desira- 

bility of PN processing as an example of high redundancy coding in a slot in order to 

reduce the multiple access degradation.   This is feasible until the available bandwidth 

is used up for the required number of accesses.    Performance may be approximated 

by assuming transmission at R for the binary channel given bv ° c omp 

R cornp 1 - log2  (l • 2 \fPe(l- Pg)) bits/digit («4) 

As an illustration, suppose P   -  0. 31 for which R -0.05, approximately 
e comp 

corresponding to a system with 10 db of PN processing and rate 1/2 sequential decod- 

ing.    Figure   7-42    shows the optimum occupancy to be 0. 4 and the multiple access 
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Figure 7-42.   Multiple Access on Satellite Channel 

degradation to be 8 db.   For a channel bandwidth of 100 MHz and a data rate per access 
of 2400 bits/sec, this allows 

No. of accesses  - 10° 
2400 (.05) (.4)   -   833 (65) 

provided that the available satellite power is 8 db higher than would suffice for 

orthogonal occupancy with this number of accesses,   A coordinated system with identical 

PN processing and coding (yielding . 05 bit/digit) would utilize 40 MHz for the same 

number of accesses.   Thus, the 8 db cannot be directly interpreted as allowing 6.3 

times as many accesses.   Actually, the number can be increased only tne the factor 

2. 5 unless the amount of PN processing is reduced below the 10 db presumed for the 
illustrative calculation. 

To continue the comparison, now suppose that the PN processing is eliminated 

and rate 1/2 coding is employed.   Then, P    =  .045, ard Figure 1 shows the optimum 

occupancy to be 0. 07 and the multiple access degradation to be about 14 db.   The 

number of accesses for the channel is then 
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108 

No. of accesses  = -—^   (. 5) (. 07)   =  1460 (66) 

Now, the coordinated system for the same number of accesses would occupy 7 MHz. 

The overall performance of the non-coordinated system for the last computation 

although showing more accesses (higher bandwidth efficiency) is actually poorer in 

terms of use of satellite power, since the multiple access degradation now is G db 

greater than previously computed. 

If 10 db of PN processing is now included withi.i a slot, the number of slots is 

reduced by the factor of 10.   In that case, the number of accesses is reduced to 14(>. 

instead of the value in Equation ((Hi), still leaving a multiple access degradation of 14 db. 

This result may be compared with the value of 833 computed in Equation (<>-r>) for the 

identical modulation structure.   The difference is due to the independent use of each 

of the 10 TN chips assumed in the previous model, as opposed to use of the sum 

(correlation) for the present result. 

7.3.5.2    Ideal Equalized Transmitter Powers 

The impact of satellite power limitations for a hard-limiting repeater satellite 

on multiple access capacity for a non-coordinated TH/FH/PN waveform is now indi- 

cated.   As an ideal goal, power control for all signals accessing the satellite is 

assumed (the waveforms are uncoordinated only in the sense that their time of access- 

ing is random and independent of each other) so that they appear at the satellite with 

equal strength.   Two cases of satellite power impact are considered here:  (1) the 

case where the satellite mode and direct mode are in separate frequency bands - the 

satellite power impact occurs in that different signal accesses will randomly overlap 

so that total satellite power is divided up for these instants whereas when there is no 

overlap full satellite power is available to each signal; also for those cases of time 

overlap in the same frequency channel, there is in-band mutual interference which is 

discriminated against by PN processing in the ground receiver; (2) the case where the 

satellite downlink and the direct mode are in the same frequency band so that the 

satellite downlink receiver sees direct mode interference - an increase in satellite 

power is needed to reduce the satellite access effect on signal-to-thermal noise ratio 

so as to allow for the added direct mode interference.   The non-coordinated TH/FH/ 
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PN waveform considered is as described in Section 4.2.2 of Volume!, except that the 

situation is discussed where the system is more limited by satellite power than band- 

width (the reason is that omni aircraft antennas make the satellite power budgets 

marginal at L-band). 

Let us now determine the results.   Since tie interference is statistical, the 

link performance is expressed in terms of digit error rate after DPSK demodulation in 

the satellite downlink receiver.   This then is the error rafe ->to the sequential decoder. 

A value of 0. 05 for it is taken to give a 10~' bit error raie nut of the decoder for rate 

1/2 coding.   The bit error rate expression after DPSK demodulation, and for satellite 

signal in a separate band troir, the direct mode, is formulated to be the following. 

M s     n M -n 
Pe    =]£     J  kn (1 - k)   S    (1/N)m (1 - 1/N) n-m 

1/2 

n=0  m=0 

exp 

P   So 
 Ü _  v TW 
(n + 1) S + n     W PN 

' OS 

S(n-m) (1 - a ) + Sm + n   W 

s (n-» 1) S+ n     W oG     PN v ' OS 

where 

\i =  duty factor 

N =  number of frequency channels 

M    =  number of other access signals at satellite 
s 
n =  number of these that overlap at a given time 

m  =  number of the latter that are also in the same frequency 
channel as well as overlapping in time. 

S =  power of each access signal arriving at satellite - the 
same for all accesses because of perfect power ontrol. 

n   W=   satellite uplink receiver noise in a bandwidth of W 
os (W- 100 MHz). 

P s satellite peak power as reflected to the downlink 
ground receiver input, 

a    -  signal suppression effect because of interaction of 
n       multiple signalu into a hard-limiter 

For n     \V « 8 for equal strength signals a » - 1 db 
wheninere is overlap. 
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n rWpN       downlink ground receiver therma! noise level in PN 
channel bandwidth of 1 MHz. 

TWpM       PN processing gain in ground receiver       10 db. 

In the above digit error rate expression, the instantaneous error rate expression 

for DPSK demodulation is - exp -• irr-) I   where the instantaneous S/N   accounts for 
2      *    V N0 /J o 

the fact that the signs! share of satellite power is down by the number n of signal over- 

laps and by the signal suppression effect a   and by the retransmitted satellite receiver 

noise share of satellite power, and the fact that the channel additive Gaussian interference 

includes the in-band multiple access interference due to m signals at that instant plus 

ground receiver thermal noise.   The DPSK error expression is weighted by the probability 

of occurrence of n simultaneous overlaps in time and m simultaneous overlaps in the same 

frequency channel.   One performs a double summation of these probabilities over m 

and n to get the resultant digit errcv rate P - into the sequential decoder in the satellite 

downlink ground receiver. 

Figure 7-43 gives plotfv of what the increase in satellite power P   must be, 
-5 s 

for P . = 0. 05 so that the System bit error rate is 10    , versus the number of other 

signal accesses M .   The increase in satellite power required is referenced to that s 
value needed when there is no overlap of signals, such as in a corresponding coordin- 

ated TDMA system that is designed for full capacity.   The increase in satellite power 

required then is the penalty paid for use of non-coordinated TH/FH/PN waveforms. 

Figure 7-43 plots the results for just one TH duty factor; i. e.,  1/100.   The preceding 

equation could be evaluated on a computer to get a comprehensive range of parametric 

results for different TH duty factors, numbers of FH frequency cnannels. and amount 

of PN processing gain.    For the results in Figure 7-43. satellite receiver noise is 

assumed to have a negligible effect because narrow beam satellite antennas are assumed 

on the uplink.   To reduce the degrading impact on satellite power requirements as 

given in Figure 7-43, one should go either to an all frequency hop-PN system with 

power control (so that for a given system capacity at least the satellite-power-splitting 

is constant since the overlap is constant), or preferably to an all coordinated TH design 

(with either FH or PN allowed in each TDMA slot).   The latter is. o;' course,  preferred 

since no mutual interference ef any type results.   It is noted that if power control of 

uplink signals were not assumed in the analysis, then the impact on satellite power would 
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be significantly greater than in Figure 7-43 (results would be worse), as previously 
computed. 

Similarly, if in practice power control cannot be maintained, say to within 

1 db, then the satellite power needed increases perceptibly.   To place the results of 

Figure 7-43 in perspective, and to justify the assumption on satellite receiver noise, 

Table 7-9 gives a possible satellite power budget for frequencies in the 1 to 2 GHz 

range.   It is seen from Table 7-9 that by assuming 2° uplink satellite receiver antenna 

beams, a peak-to-average power trade for a 1/20 duty cycle transmitter and 1 KW 

average, and a 1 GHz frequency that a positive S/N-received occurs on the satellite 

uplink for one access.   Satellite receiver noise can, therefore, be neglected even for 

this case.   For a smaller time duty factor yet; i. e., 1/200, the positive S/N at the 

satellite receiver will be even more pronounced.   It is also seen from Table 7-9 for 

the satellite downlink that even with the assumption of a powerful satellite transmitter; 

i.e., 200» watts, and 2   satellite antenna downlink beams, a low L-band carrier 
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frequency of 2 GHz, that the aircrcft-received signal strength has only +2. 9 ub margin 

over the minimum needed for the system to have a 10    bit error rate.   Now this con- 

dition is for a 1/200 time duty factor (allowing therefore 200 simultaneous accesses 

ideally) and no allowance made for signal overlap effects as in Figure 7-43.   It is seen, 

therefore, that the satellite downlink is indeed power starved.   Satellite power degra- 

dation of the type indicated in Figure 7-43, therefore, must be minimized, and this is 

a strong argument for insisting on a coordinated waveform design for the remote mode. 

Table 7-9.   Possible Satellite Power Budgets 

Downlink Uplink 

Frequency 2 GHz 1 GHz 

Transmitter power peak 200 W (23 dbw) satellite 20 KW (37 db) ground for 
1/20 duty factor and I KW 
average 

Satellite antenna 2° beam (37 db) 2° beam (37 db) 

Link loss (space & misc) 193 db 187 db 

User antenna gain Odb 0 db 

Net received carrier power -133.1 dbw -107 dbw 

Receiver noise spectral 
density (6 db NF) 

-199. 0 dbw/Hz -199.0 dbw/Hz 

Ratio of carrier power-to- 
noise density 

65.9 db-Hz 92db-Hz 

Corresponding S/N +5.9 db for 1/200 time 
duty factor and 4S00 
digit per sec. ch. 

H2 db in 100 MHz band- 
width 

Required S/N +3 db per digit for DPSK/ 
Seq. Dec. 

Margin +2.9 db 
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7.4  CHANNEL DISTORTION ANALYSIS 

This section contains a discussion of two problems associated with signalling 

through a bandpass limiting channel, such as a satellite communication repeater.   The 

first discussion treats the effect of limiting that increases spectrum splatter of a pulse 

filtered to reduce out of band interference.   The second discussion considers the degra- 

dation in downlinks E, /N   to support high-rate burst transmission (such as pure TDMA) 

through a hard limiting bandpass channel. 

7.4.1   SPECTRUM SPLATTER OF A GAUSSIAN FILTERED PULSE AFTER 
SOFT LIMITING 

!n considering transmission of a pulse shaped to reduce spectrum splatter 

into adjacent frequency slots, linearity requirements imposed on the power amplifier 

become critical.   For example, efficient operation of a TWT requires operation in the 

nonlinear region.   The purpose of this discussion is to illustrate this by a computer 

analysis of a simplified model to display the power spectrum of a signal at the output 

of an overdriven soft limiter to determine channel interference for particular operation 

of the soft limiter (TWT).   Figure 7-44 shows a pulse waveform modulated on a carrier, 

filtered, and transmitted through a soft limiting amplifier.   For analysis, the pulse is 

assumed rectangular in shape, a Gaussian filter H(ja') is introduced, and the amplifier 

includes a memoryless finite peak clipper.   The channel, denoted by G(jto), is presumed 

to be very wideband.   Because the signal has symmetrical sidebands, the system can 

be analyzed at low pass by frequency translating the filters and spectrums 

I'UlSf tVAVtfOKM  .to Hljwl 
rwi 

ISO'I 

LIMITER] 

Gljwl 

(OS 

1 

toHW 
UNClASSIflfO 

OUTPUT 

Figure 7-44.   Block Diagram of the System Model 
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The Gaussian filter is assumed to have no phase distortion and therefore 

is specified by the transfer function 

H(ju) = exp -.35 r("-uof 
w. 

(67) 

where 

co    = 2irf 
0 o 

w    = 2rrf 
C 0 

signal center frequency 

3 db frequency offset from center 

The TWT (soft limiter) characteristic is described in terms of the input- 

output power relationship as 

P    = f(P. ) o       v  in' (68) 

where 

P.    =  input power 

P      = output power 

For analysis, a memoryless voltage transfer function was presumed of the form 

'in vin \<n 

°V|vinj ' |vin| * a 
(69) 

The output spectrum was found by multiplying the pulse signal transform with 

the transfer function of the Gaussian filter.   The resulting transform was inversely 

Fourier transformed yielding a time domain signal which was passed through the soft 

limiter.   The output was then Fourier transformed and the power spectrum was deter- 

mined. 

The calculations and transforms were performed using a digital computer and 

a Fourier transform algorithm.   The total number of samples in the transforms was 

chosen to be 

N = W T   = 512 s  s (70) 
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It was specified that the study examine 32 lobes from the center lobe and power 

density as low as -80 db.   From these requirements the transform frequency 

region was chosen to be 

vV    = 80./T (71) 
s 

where 

T  = bit duration 

and the time-frequenoy region is 

T    = ~- = 6T (72) 
s      W 

The number of samples in a spectrum lobe is 

2T 
2n   ^ -J. (73) 

f        T 

"   12 

with T normalized to 1. 

The number of samples in a bit duration of T is 

_ NT 

= 80 

(74) 

Thus, fine sampling in the time domain is used to achieve the required frequency 

range. 

Shown in Figure 7-45 is a typical output plot.   The upper curve is a plot of 

sin x/x and the lower plot is the power spectrum with o- - 1.5.   The 3 db filter 

bandwidth '.- caken to be 5/6 of the null-to-null pulse bandwidth, 2/T, for this 

plot.   Also shown are the computed spectrum peaks for a linear amplifier, 

obtained by simply reducing the peaks of the spectrum of the rectangular pulse 

by the power transfer function of the Gaussian filter. 

It is observed that even a modest degree of clipping will bring up the 

spectrum snlatter consideral ly from the idealized Gaussian filter case. 
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7.4. 2  EFFECT OF BANDLIMITING ON PSK SIGNAL IN TDMA BURST THROUGH 
HARD LIMITING CHANNEL 

Transmission of a signal through a channel, such as a satellite communication 

channel, results in distortion of the signal due to bandlimiting in the individual channels, 

hardlimiting, and placement of the narrow individual channels in an unsymmetrical por- 

tion of the wideband channel particularly near its edge.   The purpose of this discussion 

is to study the effects that channel distortion due to filtering and hardlimiting have on 

the performance of 2-phase PSK and 4-phase PSK.   The results will be used to deter- 

mine the maximum bit rate which can be transmitted through a channel having a parti- 

cular bandwidth with a specified limit in degradation of performance.   These results 

are preliminary and further extension and capabilities will be discussed. 

Shown in Figure 7-46 is the block diagram of the system being studied.   A 2-phase 

or 4-phase signal is transmitted through the channel as shown and is coherently detected 

at the detector.   Transmission of a signal through a bandpass filter results in ampli- 

tude distortion, phase distortion, and group delay.   Each pulse is smeared into the 

preceding and following pulse (or pulses for narrow bandwidths).   The nonlinearity 

operates on the absolute value (i. e., the envelope amplitude) of the distorted signal 

producing a signal with an absolute value that is constant but whose duration at any 

one phase varies depending on the preceding and following pulses.   Thus, the inte- 

gration start time and integration time which will yield minimum degradation murt 
be determined. 

n III GAUSSIAN NOIS E 

CHEBYCHE» 
FILTER HAKDLIMITER DETECTOR \y 

v_ J 

'"'CLASSIFIED 

O ANNEt 

Figure 7 -4G.   System Model 
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The study is performed using a FORTRAN program that performs the follow- 

ing operations: 

i. The amplitude spectrum of a single square pulse of duration T is 

generated and then transformed with a Chebychev filter having a parti- 

cular number of poles, a specified ripple, and bandwidth W. 

2. The amplitude spectrum at the output of the filter is inversely 

Fourier transformed resulting in a single distorted pulse. 

3. The single pulse is advanced and delayed in time and given the 

appropriate phase resulting in a set of pulse sequences exhausting all 

possible cases for the chosen number of pulses in a sequence. 

4. Each sequence is passed through the nonlinearity and a vector 

representing the pulse to be detected is determined by integrating thü 

real and imaginary componeiits of the pulse using different starting 

points in time and different integration times. 

5. A reference is determined from the set of received signal vectors 

and the probability of a bit error is found for various signal-to-noi'je 

ratios, integration start time and integration time; i. e., delay and 

aperture. 

6. The probability of bit error is plotted versus signal-to-noise ratio 

for various delays and aperture in the region of the best values determined 

above. 

Thus, in general, the study yields probability of error curves for a particular 

filter and nonlinearity given either 2-phasa antipodal modulation or 4-phase biortho- 

gonal modulation. 

7.4.2.1  Discussion of the Solution Techniques 

7. 4. 2. 1.1  Distortion of the Signal Vectors 

A signal having energy E, to be transmitted through a channel and detected at 

a receiver, can be represented as a vector in a «ignal space as shown in Figure 7-47. 

Both the 2-phase and 4-phase cases can be studied since the distortion to a single 

vector in either case is the same.   The programs for each ease are identical in 
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procedure.   They differ only in the configuration of decision regions and in the number 

of cases required when a fixed nimber of signals in a sequence is specified. 

The number of signals in a sequence is chosen so that each signal around the 

signal being detected causes interference with it.   Forthe filter bandwidths to be 

studied, the filtered pulse decreases sufficiently rapidly that only a sequence of three 

signals is studied.   This results in cases as shown in Table 7-10.   The vector being 

detocted is represented by one of the vectors in the signal space and the signals lead- 

ing and trailing it are varied until all possible sequences are exhausted.   Not? also 

that only detection of one of the possible vectors need be studied since the signal 

space is symmetrical and distortion to a vector transmitted through a filter is inde- 

pendent of its phase, thus studying the effect of distortion on a single vector in a 

sequence exhausts all cases. 

One vector, represented by its time samples,  is transformed through the 

filter.   It is then delayed and advanced and given a corresponding phase shift depending 

on the case.   For the 4-phase case considering the required method of detection of the 

binary digits, the pulse to be detected is first given a 45   shift and all other vectors 

are given an additional multiple of 90° shift.   The signals are then summed producing 

a sequence of three signal vectors.   Each component of the sequence is divided by its 

absolute value which corresponds to passing the signals through a hard limiter.   The 

inphase and quadrature components of the signal to be detected are integrated for 

various delays and apertures.   The procedure is performed for each case.   Thus, for 

each aperture and delay a received vector is defined corresponding to a particular 

case. 
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Table 7-10.   Signal Sequence Cases 

Case 
First 

Signal 
Signal of 
Interest 

Last 
Signal 

I 1 1 1 

II 1 1 2 

ni 2 1 1 

IV 2 1 2 

(2-Phase Signals) 

I 1 1 

II 1 2 

III 1 3 

I        IV 1 4 

v 2 1 

VI 2 2 

vn 2 3 

vm 2 4 

IX 3 1 

X 3 2 

XT 3 3 

XII 3 4 

xm 4 1 

XIV 4 2 

XV 4 3 

XVT 4 4 

(4-Phase Signals) 

Figure 7-48 illustrates the locations ol the received vectors of each sequence 

case for 2-phase signals and a particular delay and aperture.   These vectors repre- 

sent all possible received vectors, thus summing these vectors will generate the 

reference angle equivalent to t. reference generated by averaging over a large number 

of received signals in noise. 

Strictly speaking, this computation assumes either correct reception of each signal in 
a decision-directed process or deriving the reference from signals of known phase 
(gated reference). 
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Figure 7-48.   Received Vectors with Receiver Generated 
Reference (2-Phase Case) 

Using the generated reference the decision reg ons can be definsd. For the 

2-phase case the receiver reference is equal to the transmitted reference shifted by 

the average phase shift of the received vectors. The 4-phase case shifts the trans- 

mitted reference by the measured angle minup 45°. The probability of error for each 

sequence can be found for a given noise variance. The average probability of error 

is then the average of the probability of error for each sequence. The average pro- 

bability is calculated as fellows: 

Let »        2 
(75) 

a 

and also define 

\f2*    J 

N   = single sided dens'ty of Gaussian noise 
o 

d, =  the distance on the inphase reference axis to the 
vertical decision line for the ith vector 

d. =  the distance on the quadrature axis to the vertical 
1      decision line for the ith vector. 
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Then, for the 2-phase case the averape probability of error is 

4 

i- 1 

(7fi) 

where 

pi = 

u*v 
|,   dt> 0 (77) 

or 

Pi  =  1 - Q 
2N 

, dj< 0 (78) 

The average probability of a character error for the 4-phase case is 

16 

PE  = 16     1     < Pi + Pi - Pi Pi> 
i = 1 

and the average probability of a bit error is 

xG 

wnere 

Pb  "   16  Si<Pt + *l> 
i-1 

(79) 

(80) 

or 

and similarly 

Pt  = Q 

vMT 
. dj>0 (81) 

P, = l-Q 
2N 

I.    dj<0 (82) 

A 
PS -Q 

J2 

-315- 

(83) 



or 

A 
Pi  =   1_Q   7^~r    *di<0 (84) 

The negative distance can occur for poor choices J( the integration start time 

and integration time for certain sequence cases. 

Using these equations P_ can be determined for various delays and apertures. 

The delay and aperture which minimizes PF are chosen as the best values and values 

of P_, versus signal-to-noise ratio can then be calculated. E 

7. 4. 2.1 2 Sampling of the Signal and Its Amplitude Spectrum 

The signal which is transmitted through the channel and its amplitude spectrum 

are presented by complex discrete samples.   Figure 7-49 shows the placement of 

samples on an axis equivalent to placement in an array.   In the array there are N points, 

N -   W T (85) 
8    S 

where 

W    =   frequency axis range s 

T    =   time axis range 

The number of samples in a pulse duration T is, 

NT r s 
nt - ~ <8fi) 

and the number of samples between zero crossings of the ataplitude spectrum is 

2T 
2nf -  -~ (87) 

There should bo 40 samples between zero crossings of the signal spectrum. 

This is approximately the number of samples that would be required to siudy the effect 

of a four pole Chebychev filter with a bandwidth as narrow as W - . 25/T rJt an eight 

pole filter as wide as . 5/T.   The signal of duration T should contain approximately 

20 samples.   The particular FFT algorithm used required N to be a multiple of 2. 
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Figure 7-49.   Placement of Signal Samples for Fourier 
Transformations Using the FFT Algorithms 

Thus, if the total number of samples, N, is chosen to be 512, then 

2T 
2n s 40 

and 

f "     T 

NT nt = •=- » 25 

Thus, there are 512 time samples with 25 samples within the signal duration 

T.   Note also that the frequency axis range W   is, s 

W     -   JL-25 
s       20T       T 

The image spectrum of the periodic Fourier transform are separated by ?5 lobes of 

the amplitude spectrum, thus, virtually eliminating any aliasing effects for normal 

spectrums. 
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7.4. 2.1.3 Signal Transformations and Generation of the Signal 
Vectors from the Signal Samples 

The single pulse is samples as shown in Figure 7-49 and has an amplitude 

spectrum which is also shown in Figure 7-49.   The pulse is chosen to have only real 

components and is positioned on the time axis so that its amplitude spectrum is real 

The time samples can be represented by a vector, 

V   = (88) 

where 
N 

1, for 1 < i < n /2 and N - n./2 < i < N 

0 elsewhere 

The samples of the amplitude spectrum of the pulse can be represented by a vector 

S - 

'N 

For the calculations performed, the vector was loaded as follows: 

(89) 

and 

si = 

s.  = 

n. sin(i-l)— T 
J  S 

*S 

n. sin(N-i) ~ T 
J XG 

(N-i) m- T 
*S 

for i =   1, 2, N 
2 

f°ri  =  f+1' f+2 N 

(90) 

(91) 
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The transform of the Chebychev filter placed in vector form is, 

H, 

H = 

where 

anj 

with 

H N 

Hi = TT 
y = l 

l±vL 
°v + }<W

V + X) 

W 

a    = 

f    =.- 

w 

X -  % - (fc + W) (fc - W) Ä)/2W 

single sided bandwidth of the Chebychev filter 

flf/T 

the time bandwidth product 

carrier frequency 

i 2iL 

(92) 

(93v 

(94) 

and the values, 

a t u    = describe the pole locations of a low pass Chebychev 
v    v      filter with a bandwidth of one 

The equation for X transforms the lew pass filter to a bandpass filter, at 

center frequency f , with bandwidth 2W. 

The amplitude spectrum is then transformed with the filter transfer function 

and Inversely Fourier transformed using a Fast Fourier Transform algorithm result- 

ing in a time sample at the filter output 

»  (1) 

N 

(95) 

The vector is rearranged to facilitate computations by placing the pulse in the center 

of the vector 
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(2) 

VW       1 VN/2+l 

VN/2 + 2 
,(2) 

(9ß) 

(2) 
Nj 

W/2 

The vector \r ' contains the single distorted pulse from which the sequence 

cases are generated. 

found ap follows for the four cases: 
For the two phase csse the sequences are 

M 
Si 

(3) 

(2)" 
1 
,(2) 

v(2) 

0 

0 

H Ü 

>ff
+l (2) 

1 
,(2) 

imir      for n- 1,2 (97) 
e m = 1, 2 

Kl N 
Leading 
Pulse 

(3) 

,(3) 
N 

Pulse 
to be 

Detected 

Trailing 
Pulse 

(98) 

where 1 =  m + 2(n - 1). 
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The sequence of pulses for the 4-phase case are formed as follows for the 

sixteen cases, 

v(2) 
l+nt 

(2) 0 
0 

t , 

(3) 
v<2) 

N 

0 
0 

b 

eJ(4 + T/4)   + v'(3) 
2 

'2) V ' VN 

JT/4 e         + 

(2) 
vl 

(2) 
V 

vN-nt 

.     it   it 
J(m2+4'  for n= 1,2,3,4 

6                      m = 1,2,3,4 

(99) 

(3) ' 
Vl 

N 

where I   =  m + 4 (n - 1\ 

The vectors are then hard limited by normalizing the absolute value of each of 

the vector components resulting in the received signal 

V<R)S 

(3) 

with      vfR)  =  ~~rt    for I = 1, N. 
vi 

,<R> 
N 
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The projected components of the received vector from the decision region are 

(A.Ta)-i- 

d™  =  !      £ I n.       *— 
N-nf n 

" HI 
t 

(101) 

and 
(A + Ta) ^ 

d
A<R> - Ji   y     i„ u*» 
i n.       ^w Mi 

N-n.        n 

1--T^^T 
where 

A -  the integration delay 

T    =  the integration time, a 

(102) 

The reference at the receiver is generated by averaging the received vectors 

for all the cs.ses 

L 

(103) d = i YdJR) 
L   L(   I 

1=1 
4 for the 2-phase case 
16 for the 4-phase case 

I, 

a. JL v H^ 2-? 
i=i 

then, 
9 = tan 4) 

(104) 

(1(W 

For the 2-phase case the phase shift is 

and for the 4-phase case it is 

t ., 

<jt    =   0 - */4 

(106) 

(107) 
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Thus, the distances along the receiver reference axii are, 

dT -  dJR) cos 0 + dJR) sin 0 (108) If el e 

and 
d=   - djR) sin 0e + djR) cos 0e (109) 

The received distance can be calculated for different values of delay A and 

integration time T   until the values whioh yield the minimum probability of error are 
a. 

found.   The values can then be used to calculate P~ versus E /N . h so 

"■4.2.2 Preliminary Results and Extensions 

7.4. 2. 2.1  Presentation of Results 

The model discussed above was programmed to produce results in plotted form. 

The results to be presented in this section will demonstrate the procedure discussed 

above and the capabilities of the analysis.   Some conclusions will be made from these 

preliminary results.   Simple extensions and projected results will be discussed. 

The single pulue of duration T is transformed through a 4 pole 1 db Chebychev 

filter with bandwidth W.   For the preliminary results discussed below the amplitude 

spectrum of the pulse is located in the center of the filter with T = 50 nanoseconds and 

f  = 8000 MHz.   The pulse at the output of the fiite:* is shown in Figure 7-50 for WT = 1 

and . 5.   The single pulse illustrates the linear distortion effect.   The dashed line 

represents the shape and position of the original pulse and is centered at time/T = 2. 50. 

The power in the pulse produced by WT = 1 is delayed by about . 6T and is distributed 

through 2T.   Thus, the 3 pulse sequence for WT ~ 1 will produce very accurate results. 

The pulse produced by WT ■ .5 has a large part of its power delayed by 1„3T and is 

distributed over 3T but has less than 1% of its power distributed outside the 2T region. 

Thus, the three pulse sequence will yield accurate results.   Note that for the case dis- 

cussed above (the filter is symmetrical about the spectrum) that a quadrature component 

does not exist. 

At this point we diverge toward the 2-phase case with a 4-phase case to be 

discussed below.   The single pulse is advanced and retarded by T and given the approp- 

riate amplitudes so that there are three pulses resulting in the four sequence cases. 

The advanced and retarded pulses interfere with the center pulse causing distortion. 

The three pulse sequence is then transmitted through a har<* limiter which operates 
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Figure 7-50.   Output Pulses of the Chebychev Filter for WT = 1. 0 and 0.5 
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on the absolute value of the pulse so as to normalize it.   Thus, only distortion to the 

zero crossings has significance at the limiter output.   T^e four cases for both WT = 1 

and . 5 are presented in Figure 7-51,   It can be seen in Figure Y-51 for WT - 1 that near 

ideal detection can be achieved if a delay of . 6T and an integration time of T is used. 

The zero crossings for WT = . 5 su<">w greater distortion.   The best delay and integra- 

tion time for this case is not obvious.   Observe that in Figure 7-51 quadrature signals 

occur at the hardlimiter output.   This is due to inverse transform errors which result 

in quadrature components    If these values are somewhat larger than those of the 

in,ibase components the result of hardlimiting will be an enhancement of the quadrature 

component.   The irregularity manifests itself along the time axis where the signal is 

not present or it crosses the time axis. 

As the integration time is reduced the mean of the signal decreases as does 

the noise variance.   Decrease in the signal mean is a function of the signal shape and 

the noise variance decrease is proportional to decrease in integration time.   Thus the 

integration time is reduced until any further reduction results in less decrease of the 

noise variance than of the signal mean squared. 

Figure 7-52 presents plots of probability of error versus delay for various 

apertures (integration times) with WT = 1 and WT = . 5.   These plots were used to 

select the best delay and aperture.   For WT = la delay of . 6T and an aperture of T 

produced the best results.   When WT was reduced to . 5, the best results were achieved 

when the delay equaled 1.3T with an aperture equal to . 9T. 

Using these aperture values, probability of error was plotted versus signal-to- 

noise ratio for three delays.   The results are shown in Figure 7-53.   with WT = 1 and 

10 ' probability of error there exists a . 5 db degradation from the ideal coherent 

curve.   When WT =    5, the degradation is 1.1 db at the same error rate.   Thus, the 

loss in reducing the time bandwidth product results in a loss of . 6 db. 

A similar procedure was followed for the 4-phase modulation case.   The 

sequence of signals was not plotted for ^he 4-phase case because of tiic large nu.nbcr 

of sequence cases (16).   To demonstrate the phase shift of the vector for the 4-phase 

ease a single pulse, before limiting, was plotted and is shown in Figur-' 7-54.   The 

signal is the same signal as shown in Figure 7-50 for WT     I only phase shifted 45°. 

For the particular WT product being studied the signal was advanced and delayed with 

the appropriate phases respectively and added into ihe single pulse being studied to 

f>rm the 16 sequence eases. 
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Tue sixteen cases were then passed through the hard limiter to form the 

received sequences.   The center signal was integrated for various delays and apertures. 

Figure 7-55 presents the resulting plots.   Examination of Figure 7-55 results in a 

best delay of . 6T and an aperture of T for WT = 1 and a best delay of 1. 3T and aper- 
ture of . 9T for WT = . 5. 

Using these values P„ for the 4-phase case versus signal-to-noise ratio was 

plotted for both WT = 1 and . 5.   The plots are presented in Figure 7-56.   The solid 

lines represent the probability of a character error and were calculated with the method 

described above using £quation(79).   The dashed lines represent probability of bit error 
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and were placed on the plot by using Equations (79) and (80) with assumption that for 

small PE the p. and/or'p* would also be small.   The term of Equation (79) p$. is then 

negligible compared to p  +$ .   Thuss the probability of a bit ex vor is half that of the 

probability of a character error.   The assumption was verified by calculating the pro- 

bability of a bit error for selected signal-to-noise ratios with WT    .5. 

The plot shows that for WT = 1, there is a 1 db degradation from ideal at an 
-5 ' error rate of 10    and with WT = . 5 the degradation is approximately 2 db at the same 

error rate.   Above it was seen that (Figure 7-53) for the 2-phase easr degradations 

were . 5 db and 1.1 db respectively.   Thus, the 4-phase case is more sensitive to 

distortion of the signa- vector than is the 2-phase.   The greater sensitivity of the 4- 

phase case to distortion of the signal vectors is due to the smaller decision regions 

which must be used for detection. 

By comparing the probability of bit error curves of Figures 7-53 and 7-5fi after 

adjusting the signal-to-noise ratio to E. /N   (E. = E for the 2-phase case and E, = E/2 

for the 4-phase case) it is seen that 2-pha3e modulation outperforms 4-phase modula- 

tion when E,/N   is fixed.   With WT = 1 and in error rate of IG     ths 2-phase case is bo v 

superior by . 6 db.   Since, as discussed above, the 2-phase case is less sensitive to 

distortion than the 4-phase case it outperforms the 4-phase case even more when 
-5 WT = . 5.   With an error rate of 10     the 2-phase ease is now superior by 1 db.   In a 

practical sense, a more meaningful comparison of E./N   performance of 2-phase 

versus 4-phase modulation is to assume equal data rates and filter bandwidth    A 

representative comparison of this kind can be made by studying the 2-phase curves of 

Figure 7-53 with WT = .5 and the 4-phase curves of Figure 7-5(5 with WT = 1.   For an 
_5 

error rate of 10     the performance of 4-phase and 2-phase modulation is essentially 
-5 equal with E./N   = 10. 6 db for beth.   At error rates lower than 10     the 4-phase 

modulation begins to outperform the 2-phase.   For higher error rates where error 

correction coding is applicable, 2-phase modulation is superior.   As an example, at 

an error rate of 1% (10    ) the E./N   required for 2-phase is 5.1 db against 5. 8 db 

required for 4-phase. 

For narrower bandwidths, WT < 1, it may be expected that the inter-symbol 

interference, which increases rapidly, will cause 2-phase to degrade relative to 

4-phase at the same total data rate.   Further analysis requires inclusion of longer 

data sequences thin considered here. 
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7.5 INITIAL SYNCHRONIZATION ANALYSIS 

In view of the crucial Issue of initial synchronization time for a spread-spectrum 

waveform, an extensive performance analysis effort was devoted to this topic study. 

Presented here are results on both serial search and matched filter schemes.   The 

analysis for serial search schemes emphasizes sequential detection theory applied to 

the reception of a signal of known waveshape with the objective of computing search 

rates for a specified sync reliability.   The analysis for matched filter detection exam- 

ines the losses due to quantization in digital implementations (digital matched filter). 
• 

7. 5.1   SEQUENTIAL DETECTION APPLIED TO A PbEUDONOISE SYNCHRONIZATION 
MODEL WITH QUANTIZED SEARCH 

7.5.1.1  Introduction 

The basic PN spread-spectrum system correlates the received signal plus 

interference with a local replica which is required to be in time synchronism with the 

received signal.   This basic system is sketched in Figure 7-57.   Since there is initially 

a time erro*-, a search over the possible clock time positions for the bit stream gen- 

erator must be performed to achieve synchronism.   One way to perform the search is 

serially whereby all time positions are successively tested until the correct position 

is located, as Indicated by an increase In the measured correlation output amplitude. 

The ability to decide WL.lch position Is correct Is, of course, reducr-d by the lnterieier.ee. 

It Is desired to investigate the use of sequential detection principles to gain a 

reduction in serial search time for acquiring synchronism In the presence of a given 

CLOCK 
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Figure 7-57.   Basic PN Spread-Spectrum System 
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interference power.   The communication system model considered for analysis utilizes 

ideal rectangular bits in the presence of Gaussian noise.   Hence, If a search over time 

position is made and RF phase coherence of the local oscillator is presumed (for the 

moment), the correlation amplitude appears as shown in Figure 7-58.   The correlation 

goes from its maximum to zero for a time error equal to the width of one pseudonoise 

bit of the signal.   (If the received signal has been filtered, the triangular function is 

rounded off somewhat; however, the search philosophy remains the same.) 

A serial search over the aperture allowed a nrlori for time error is to be per- 

formed.   If the search is carried out in discrete steps, the problem reduces to a 

statistical decision between signal present and signal absent for each search position. 

Signal present is indicated by a non-zero correlation amplitude.   Success will be 

defined here as a decision that signal is present for any time error within the extremes 

of the triangular correlation function; i.e., an error of at most one bit of the signal. 

A sequential detection procedure continues the test of signal present/absent 

at any given search position for a variable duration until a dismissal threshold is 

reached indicating signal absent.   The next search position is then tested.   Signal 

present is indicated by dismissal not occurring in the given search position.   The 

rate of search is determined from the product of the average duration to dismiss a 

position not containing signal and the number of positions tested per bit of time error. 

This computation ignores the duration associated with accepting signal present end 

concentrates on computing the total dismissal time for all incorrect time positions 

within the search aperture, on the assumption that the former Is small compared with 

the latter total time. 

7.5.1.2  Review of Sequential Detection Theory 

Let us review results of sequential detection theory for detecting presence 

of a DC signal of amplitude A in the presence of Gaussian Loise of density (one sided) 

PEAK CORRELATION AMPLITUDE 

569-1168   
UNCLASSIFIED ' —SEARCH POSITION 

Figure 7-58.   Weal Triangular Correlation Function 
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N .   Let the test proceed in multiples of an interval T , so that the Gaussian noise has o s 
variance N /2T   whea smoothed over this interval.   Let ß = probability of false dis- 

missal desired for the test.   The sequential detection process will measure amplitude 

v of noise, or signal plus noise, smoothed over each T   interval, and sum over the s 
successive Intervals of the test until the dismissal threshold log ß is crossed.   The 

quantity needed for the statistical test is given by the logarithm of the likelihood ratio 

of the two hypotheses (signal present or absent), and simplifies to the expression 

2A.T Aj2T 

■-Hn'-V (110) 
"o wo 

where 2A . T /H   denotes the design value, 2E /N , for signal energy/noise for the 

interval T .   Thus, the test depends on the design amplitude of signal, A ,, and ß is 
a u 

defined for a signal with this amplitude. 

The results (for the case of an arbitrarily high acceptance threshold as 

described above) may now be summarized. *  First, 

L(A) =  Probability of dismissal with signal present 

=  1 ,     A-  <   1 
2A 
K6 

2A„! 
= ß Ad 'It   >   1 (HI) 

'     Ad 
This function, the "operating-characteristic function," describes the probability of 

ciossing the dismissal threshold (i.e., a false dismissal) for an arbitrary value of 

signal amplitude A.   The average number of intervals tested in the absence of signal 

(A = 0) is 

Average number of _     log ß .,,_. 
intervals per test E(z/0) *     ' 

where E(z/0) denotes the average of the log-likelihood with signal absent.   For the 

model under discussion, z is given by Equation (110).   Then, the average duration of 

the test with signal absent is 

Di Franco and Rubin, Radar Detection. Prentice-Hall, 1968, pp. 556-559. 
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.      „     .     .. _,      _,    {average number of Average duration -  TA = Tfi  | ^^ per ^ 

i 

i       N l N * 

"<   AdTs ! Ad 

which is independent of T   and,   therefore, suggests that a continuous integration s 
process could be used for the test (for the ideal coherent model). 

7.5.1.3 Analysis for Coherent Model 

As a first approach to obtain quantitative results for the coherent model, 

assume a worst case situation for the quantized search where the maximum possible 

displacement from the correlation peak occurs for the "best" search position (that 

one yielding maximum correlation).   If there are m steps per bit of the signal, this 

maximum error is l/2m,   expressed as a fraction of one bit.   As an example, the 

worst case situation is illustrated in Figure 7-59 for m = 2    Note that the peak cor- 

relation amplitude is denoted by A .   Furthermore, a pessimistic result is obtained 

if the probability of dismissal is computed only for the best search position; this 

assumes sync can not be detected at the other search positions within one bit of the 

peak. 

Following the above approximations, one has 

Amplitude at search position =  A  =  A   (1 -^Jj) (114) 

N 
Time to search one bit = T * mT. = -m -%  logp (115) 

Ad 

where Equation (115) follows from Equation (113), noting the number of search positions 

per bit.   If the required probability of false dismissal is P, Equation (114) substituted 

in Equation (111) yields 

p = ß a 
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Figure 7-59.   Worst Case Quantized Search 

from which ß can be solved.   The, the result may be expressed in the normalized form 

A2T 

N 

m log P (Ap/Ad)' 

M4 
(117) 

and this is to be minimized by choice of parameters. 

Minimizing over the possible values of A /A, yields 

d        1_2^ 

which shows that the worst-case amplitude should equal the design value A ,. 

Equation (117) becomes 

(118) 

A2T 
P 

N 
- m log P (119) 

Then, minimizing over m yields the optimum m = 1.5 (restriction to Integer m was 

not previously implied), and finally 

A2Tn 

N. 
-^logP (120) 

min. 

As an example, if P = 0.3, corresponding to a detection probability of 0.7 on one pass 
2 

through the correlation peak, A   T/N   =4.1 from Equation (120).   For integer m, 

the optimum choice is m = 2, yielding A    T/NQ = 4.3. 
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The above pessimistic analysis will now be relaxed.  In particular, the assump- 

tion of a worst search position as shown in Figure 7-59 will be replaced by averaging 

over the equally likely clock phases from worst case to best case.   This !s realistic 

since the clock phase defining the search position on any oass through the correlation 

peak Is random and uniformly distributed in time,   Also, the probability of dismissal 

when signal is present must be taken as the product over all search positions, s'rice 

the signal is deemed present if dismissal does not take place at any search position. 

(It can only happen within the region of correlation, according to Equation (111).) 

A computer program was written to perform the requisite averaging over the 

range of clock phase.   The minimization is now performed by computational trial and 

error by adjusting A /A. as a parameter for each m.   The computer program sets ß 

to give the desired average probability of dismissal, following which Equation (115) 

is applied.   The results obtained are as follows, again taking P = 0.3. 

A2T 

N     ~ 2.1 m = 1 
o 

■ 2.1 m = 2 

= 2.0 m = 3 

a 2.0 m jB 4 

In all these cases A Ik, =  1.5 proved to be the optimizing parameter.   It Is seen 

that a saving of 3 db is realized, comparing the average peformance with the worst 

case performance previously obtained, and no clearly Indicated optimum step size 

exists. 

7.5.1.4 Comparison with Discrete Approximations to Uniform Search Rate 

It presumably would be desliable to formulate a search strategy based on 

sequential detection which would take into account the known triangular correlation 

function.   The basic theory used actually applied to a quantized search model with 

signal in one search poFltion only.  A proper model for the actual case of triangular 

correlation has not yet been found.   Nevertheless, the computed results appear to 

be very good for the simple step search procedure applied to the coherent model. 

For comparison, performance can be compared with a system employing a filter 

matched to the triangular con elation function, which Is the output signal when the 
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search is at a uniform rate of T seconds, per bit of signal.    Since the energy in the 
2 

triangle is 2A    T/3, the peak output S/N from the matchGd filter is 

A ^T 
Si        _   2E   _ i _£_ (121) 
N "   N 3    N NJmax        o o 'max 

** 
to achieve a probability of dismissal of 0. 3 at a false alarm probability   of 0 01, the 

requirement is then computed to be 

A^2T 
=  G N o 

displaying in the order of a 5 db improvement for the sequential detection strategy. 

Consider now what happens with a filter scheme if a discrete search is employed 

as illustrated previously in Figure 7-59.   Suppose that the amplitudes from the present 

and the immediately preceding search positions are summed for the scheme.   If the 

two search positions symmetrically straddle the correlation peak, the resulting S/N is 

1   2     2 
S       »fl-ST»   A£ 
N K        m N72T~ (122) 

where the denominator gives tne nofse variance based on the duration T/m of integra- 

tion per search position.   Equation (122) is maximized for m = 1. 5, yielding 

S  _  32 ApT 

N "    27    NQ (123) 

which shows a degradation from the ideal match givsn by Equation (121) of only 0. 5 db. 

A further interesting characteristic is that the S/N of Equation (J22) or (123) is* 

obtained regart^'ss of the clock phase.   This is true because the; sum cf the amplitudes 

at the two search positions straddling the correlation peak is a constant lor the assumed 

triangular function. 

* 
G. F. Sage, "Serial Synchronization of Pseudonoise System", IEEE Trans on Comm 
Tech. Dec.  1964, p.  123-127. 

** 
It is assumed that false alarms are rejected by an unstated process which negligibly 
slows the average seaich rate, if the false alarm rate is pot too high. 
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In view of the preceding result, the strategy for search based on sequential 

detection is suggested of alternately switching between the present and the previous 

search positions, rather than staying at one position for the test.   This is similar to 

the excellent matched filter approximation of Equation (123) obtained by summing over 

two adjacent search positions.   Cloarly, dismissal behavior in the absence of signal 

is unchanged by this strategy, and Equation (113) continues to specify the average time 

to dismiss the present search position.   Furthermore, Equation (111) continues to 

specify the probability of false dismissal of the present search position, provided that 
* 

the amplitude A is interpreted   as the average for the present and the previous search 

positions.   Note that tor m large, this search strategy approaches the previous 

sequential detection strategy analyzed. 

A computer program to average over all clock phases wao devised similar to 

that described previously.   The results for m = 1 and 2 showed this strategy of alter- 

nating between adjacent search positions actually is degraded from the simpler one 

of successively testing each position.   The degradation was a factor of about 1. 5 for 

m - 1 and close to unity for m = 2, confirming the trend anticipated for m large. 

7. Jr. 1.5  Noncoherent Analysis Model 

The preceding analysis has presented performance calculations for a coherent 

model; a similar approach can be applied to the norrjoherent model in which carrier 

phase is unknown.   Now, the correlation amplitude of Figure 7-58 is to be viewed as 

tho envelop? of a carrier, and envelope detection is used to give the quantity for the 

statistical test at each search position.   The theory is first reviewed, following th( 
** 

reference     with   cme modification. 

Let r denote the normalized envelope output for a time duration T   (integrate- 
S 

and-dump followed by envelope computation).   The logarithm of likelihood needed for 
the statistical test ia now 

2 
ad z  =   - — < log Io (adr) (]24) 

This requires both search positions to be included in the test an equal number of 
times, a minor consideration with the average number of intervals per test is large 

*+ 
Di Franco and Rubin, Radar Detection, Prentsce-HaU, 19(>8. pp. 556-559 
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2 
where a.   is the design value of 2E /N   for the interval T   given by 

2 

ffs -   !^ä 2       2Ad Ts (125) 
N    "      N d     "        N 

0 0 0 

and A. represents the design amplitude of the signal. 

Again assuming an arbitrarily low false acceptance probability (o—**0), the 

average time to dismiss a search position not containing signal is given by 

TA = Tg (average number of intervals | =  T     ffi&ä (126) 

where E(z/0) denotes the average of z in Equation (124) with signal absent.   This 

average is 

oo,-   . 2 T 2 

0 

and by some manipulation 

r a 1 
E(z/0) =  /   --f- +1°gI0(

a
d
r) -r /2. re     '  dr 

a.2 " L(a.r) 2, 
B  _ _j!_ + »     f   -ill-   e'r /2 dr (127) 

2        d jQ lo(adr) 

The average can be computed in closed form if a. is small by the series expansion 

1 (x)                2 
0         1+2L + 

3 
=    £-*- + 

2     16     • 

ed (ad —>> 0) 

E(z/0) = »a4 

8 

(128) 

(129) 

Substituting into Equation  (126) yields 

for 2Ad
2Ts/NQ «  1. 

w     - 2 log g (130) 
A       A *T /N ^ d    s'   o 
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When signal ie present with amplitude A, the probability of dismissal is 

approximately given by 

A  * 
L(A) =   1 ,      2(-£-)   < 1 

Ad 

2 (131) 

2(A~)   -1 2 
~ß       d .      2(A)   > 1 

Ad 

2 
where the approximation is valid, again, for 2A, T /N   « 1.   Considering again a 

Q     8      0 
quantized search of m steps per bit of signal and a worst ccse straddling of the 

2 
correlation peak of power A   , one has 

»[»•A»?'"-1 A   -|2 

/ p = ß   L aj (132) 

and letting T = mT. 

(133) y _ -2iogp   «w 
No (A 2 T /N )       f        .      Al2 

P     S     °     ^"^^J"1 

which is similar to Equation (117) for the coherent case. 

Equation (133) is minimized over the parameter A /A   by Equation (118) again, 

from which 

_JSJ =       -21oBP 12  (134) 
No (A 2T /N )    .,       1 ,4 

p s ° <1-Hr) 

Next, minimizing over m   yields the optimism m = 2„ 5 (as compared with 1. 5 for 

the coherent case), and 

K. 
«  - 12.2 log P (135) 

(A 2T /N ) min      x p   so' 
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The result in Equation (135) may be compared with Equation (120) previously obtained 
2 

for the coherent case.   The derivation required A   T /N   to be small compared with p    s    o 
unity; hence, the noncoherent testing under this condition is quite inferior to coherent 

testing. 

It would appear that the incoherent test should be designed with a cmoothing 

interval T   to yield A   T /N   somewhere in the vicinity of unity in order to avoid a 

significant performance degradation.   However, the analysis computations must be 

further refined to allow quantitative comparison with the coherent model.   Noting in 
2 

the above analysis for A   T /N   small that the optimum A /A, sets the worst-case p    s    o p    el 
power equal to the design value, this selection can be presumed to be a reasonable 

2 
choice for larger values of A   T /N .   As a result, |3now equals the actual proba- p    s    o 
bility of false dismissal P at the search position for the worst case straddling of the 

correlation peak, and the approximation of Equation (131) need not be employed. 

The average number of tesis to dismiss in the absence of signal must now be 

more accurately computed by Equation (127).   Figure 7-60 shows the numerical results 

for the noncoherent model, which may now be applied to obtain quantitative comparisons 

from Equation (126). 

Again setting T = mT,, one may write Equation (126) as 

o o 

where E(z/0) is a function of 

2 A 2T ,2 
a 

2  „   E__§. n _ _L) (137) ad N     -  u     2m' o 

2 
according to Figure 7-60.   As an example, let A    T ,/N   = 1.   Then, a numerical 

calculation shows m = 2 is roughly optimum, and 

A 2T 
_E  

N o 
- 20 log P (138) 

which shows a degradation of 7. 7 db from the coherent system result given in 

Equation (120). 
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Figure 7-60.   Evaluation of Expectation of Log-Likelihood 

2 
The degradation from coherent is considerably less if A    T /N   can be 

greater than unity; for example, if A    T_/N   = 2, the resultant for A ZT/N   is 

reduced to -13 log P.   However, T   actually cannot be arbitrarily increased when 

other considerations such as data modulation on the signal are taken into account. 

In Figure 7-60, E(z/0) for the coherent case is plotted for comparison, derived 

by taking the expectation of z in Equation (121). 

7.5.1.6 Signal With PSK Data Modulation 

The system may reqi.'re the capability for synchronization with polarity 

reversal (PSK) data modulation on the signal.   Thus, the ideal coherent model no 

longer applies.   The noncoherent model in the preceding section can be retained if 

T   - data bit duration , since phase was not known anyway.    For a comparison, a 
s 

it is assumed that the data bit timing is locked to the PN bit sequence, hence is 
known when the search fall» into the correct position. 
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direct analysis of the coherent system with PSK data modulation may be made    In 

other words, phase coherence is presumed but the random data polarity after corre- 

lation still must be allowed for. 

The logarithm of the likelihood ratio is found by direct derivation, assuming 

random data, tc be 

-a,2 

z = —£— + log cosh \^\) (139) 

where v is normalized to unit variance (in the absence of signal) and a, is still given 

by Equation (125), with T   denoting the data bit duration.   The similarity with Equation s 
(124) for the noncoherent case is evident.   Furthermore, Equation (139) approaches 

Equation (110) for a, large.   As before, the quantity E(z/0) is required, and this has 

been numerically evaluated in Figure 7-60. 

It may be observed from Figure 7-60 that there is a surprisingly small differen- 

tial hetween the coherent system with random data and the noncoherent system (which 

is invariant to the data).   At low values of 2E /N   the separation is by less than a 

factor of 2 in E(z/0). 

Thus, it may be concluded that a requirement to synchronize a coherent system 

with random data present severely degrades performance compared with an idealized 

coherent model, and the possible improvement from the noncoherent system is amall 

(in the order of 1 to 2 db at practical design levels for 2E /N ). 

7.5.1.7  Use of Phase Lock Loop 

An example of a practical implementation towards obtaining coherence is to use 

a phase lock loop on the correlator output (see Figure 7-57) so as to correct local 

oscillator phase.   Such a system is difficult to analyze because of the dynamics of the 

nonlinear phase lock loop.   Two cases may be distinguished:  (1) carrier unmodulated 

by data, and (2) random data.   The second case is handled by a Costas loop (modifi- 

cation to phase lock loop).   However, theoretical analysis has already shown that very 

little improvement over the noncoherent detector is inherently available for this case, 

although the Costas loop may have some practical implementation advantages. 
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For the first case without data modulation, the basic phase lock loop can be 

considered.   Qualitatively, after phase lock acquisition of the correlator output takes 

place, the detection process becomes essentially coherent.   Furthermore, in the 

absence of signal, the dismissal process is identical with a conerent detector    Thus, 

with the phase lock loop the sequential detection still uses the log-likelihood function, 

Equation (110), of the coherent system    This, of course, is not optimum, but appears 

a reasonable choice. 

A Monte Carlo computer simulation was performed to cbtain performance 

results for the phase lock loop system and, as a by-product, for a coherent system 

The latter will give a check on the basic sequential detection theory.   Since operation 

in the vicinity of 0 db in a sampling interval is desired, the phase lock loop was set 

up with a second-order function with a noise bandwidth of 0.1 times the sampling rate; 

this was found in other prior simulations to represent a rough thresholding for tne loop 

at this S/N level.   The simulation applies the appropriate difference equation for the 

loop. 

Presuming a second-order loop transfer function an'i integrate-and-dump 

smoothing over the sampling time, the difference equation for the loop may be shown 

to be 

0(k) = 2Qf(k-l) - (f (k-2) + W   e(k-l) - W   e(k-2) (140) 

where the argument k denotes the value at time t, = kT   , 0 is the VCO phase, and e 

is the error feedback, given by 

e = quadrature (141) 

for the error feedback, where the pair of product detector outputs is 

quadrature = (\j 2E^/N~sin (& - 0) + y)  / yJ2Ed/^o 

in-phuse = (^"FT/N^COS (6 - 0) + x) / \fä^/Ü'0 
(U2) 

In Equation (142) 0 equals input signal phase, x, y are independent Gaussian variables 

of lero mean and unit variance, E /N   equals actual energy /noise, and E ,/N   equals 

design energy /noise of the carrier in the sampling interval T .    In Equation (140) the 

constants W   and W   in terms of the one-sided loop noise bandwidth B    are obtained 
I L. Li 
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W. = (2 4+00/2) CO 
1 n        n 

w2 = (2;-u«n/2)con 

BL =( C + 1/4U a<n       (Hertz) 

(143) 

where £ equals loop damping factor and a.'   is the loop resonant frequency in rad/sec. 

The difference equation, Equation (140), is based on the open loop transfer function 

G(s) for an ideal second order loop with infinite gain, or 

G(s) = 2;«   +W7B n      n (144) 

To collect statistics on the sequential detection, the test was truncated at a 

fairly large number.   If a test persists until truncation occurs, acceptance of synchron- 

ization is declared; hence, a small false acceptance probability (a > 0) is thereby 

introduced.   The test was repeated as independent trials, starting the phase lock loop 

at zero frequency error and a random phas«.   The correlation amplitude was set at the 
design value for the loop. 

In the actual simulation, truncation was done after 50 intervals.   The results 

for the basic coherent system (loop not simulated) are shown in Table 7-11, based on 

averaging over 2000 intervals.   The theoretical number to dismiss is obtained from 

Equation (112) using the observed dismissal probability rather than the setting of ß.   In 

no test did a false acceptance occur with the above truncation.   The deviation from 

theory is presumably explained by the fact that the basic theory ignores "the excess 

over boundary"; hence, is accurate only for a large average number to dismiss.   The 

correspondence of simulation results to theory appears to be relatively good. 

Table 7-11.   Simulation of Coherent System 

2A,2T d    s ß 
Setting 

Fraction 
Dismissed 

(Signal Present) 

Average No. 
to Dismiss 

(Signal Absent) 

Theoretical 
Average to 

Dismiss N 
0 

3db 

Odb 

.5 

.5 

0.23 

0.25 

2.1 

3.3 

I. 5 

2.3 
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Next, the phase lock loop system was simulated as described above with results 

shown in Table 7-12 with averaging over several thousand intervals.   A comparison of 

Table 7-12 with Table 7-11 shows that the phase lock loop system is degraded relative 

to the coherent system by approximately 5 db at both values of 2A, T /N ; this degra- 
Q       S       0 

dation shows up as a greater average number to dismiss in absence of signal, for 

approximately the same fraction dismissed. 

Thus, preliminary results for the phase lock loop system show only a small 

improvement can be expected compared with the noncoherent system, as analyzed ;n 

Section 7. 5. 1. 5.   Furthermore, the phase lock loop requires the data modulation to 

be suppressed at the transmitter until synchronization has taken place.   Since the detec- 

tion is non-optimum (although a better scheme is unknown), conceivably some improve- 

ment in performance is still feasible. 

One possible approach is to leave some time for phase lock acquisition at the 

start of each test. This implies a better approximation to coherent performance but 

with a fixed number of extra trials added.   The potential oayoff for this approach 

appears small, considering the simulation results in Table 7-12; i. e., only 7 intervals 
2 are required on the average to dismiss with 2A,   T /N   =3 db, while 2 plus the fixed 

extra number is the number needed according to Table 7-11. 

7.5.1.8  Costas Loop Detection 

As previously described, random polarity reversals by data cannot be handled 

by a phase lock loop, and a Costas loop may be introduced.   Equation (139) derived for 

the coherent system with random data, is the appropriate likelihood function for this 

system.   In the absence of signal, the dismissal process is identical with the coherent 

case. 

Table 7-12.   Simulation of Phase Lock Loop System 

a    s 
N 

0 

ß 
Setting 

Fraction 
Dismissed 

(Signal Present) 

Average No. 
to Dismiss 

(Signal Absent) 

3db 

Odb 

0.005 

0.02 

0.32 

0.3 

7.0 

tl.O 
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A simulation was obtained by modifying the p.ogram for phas^ lock detection 

into a Costas loop program with the appropriate likelihood function from Equation (139). 

The modification consists of switching the quadrature by the polarity of the in-phase 

quantities in Equation (142), or 

e = quadrature • sign in-phase (145) 

to simulate the Costas loop. 

Again truncation was utilized, and persistence beyond this point was deemed 

acceptance.   The one sided noise bandwidth of the loop was 3et at 0.1 times the 

sampling rate, as for the phase lock simulation. 

Performance observed for a limited set of tests was surprisingly good.   A 

typical result for E /N  w 0 db is shown in Table 7-13, for averaging over several so 
thousand intervals.   Comparison of Table 7-11 and Table 7-12 shows the unanticipated 

result that the Costas loop actually outperforms the phase lock loop slightly at the 

higher E /N .   (It should be remembered that the data timing is presumed known for 

the Costas loop operation.)  At lower E /N , the degradation inherent in the nonlinear 
s    o 

operation causes the Costas loop to become inferior to the phase lock loop, the cross- 

over occuring between 2E /N   = 3 db and 0 db. 

The concept of utilizing a Costas loop followed by a sequential detector is 

developed in more detail in the following paragraphs. 

The advantage of a Costas loop over a phase lock loop appears to derive from 

the fact that the stable equilibrium points are separated by. ff radians rather than 2 U 

Two approaches may be examined for resolving the effect of the Costas loop phase 

ambiguity on the demodulated amplitude.   The fir3t assumes random polarity modula- 

tion, and the likelihood ratio is defined on ♦his basis.   The second assumes an unmod- 

ulated carrier and performs a parallel test for both of the possible lock-in conditions 

A further question is whether the shape of the triangular correlation function 

can be taken advantage of to improve synchronization reliability. 
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Table    -13.   Simulation of Coptas Loop 

2A.2T 
d   s 
N 

0 
Setting 

Fraction 
Dismissed 

(Signal Present) 

Average No. 
to Dismiss 

(Signal Absent) 
Truncation 

3db 

3db 

0.3 

0.25 

0.37 

0.3 

4.5 

5.0 

50 

50 

Odb 0.15 0.42 16.0 100 

7. 5.1. 8.1 Basic Strategy 

The basic sequential detection strategy performs a search with a specified 

number of discrete positions per bit of the PN waveform.   At each new position, the 

past is wiped out, and the Costas loop is started with the initi.il conditions of a ran- 

dom phase and specified frequency offset determined from the assumed frequency 

error.   For the first approach given above, the log-likelihood function to be summed 

over the successive intervals and compared with the dismissal threshold is 

z = -Ed/No + log cosh [ (2Ed/NQ) in-phase] (146) 

where in-phase is normalized as in Equation (142).   This function is invariant to 
polarity reversal modulation. , 

The second approach depends on the loop maintaining its lock-in condition i'or 

the duration of the test for the given search position.   Since either polarUy can exist, 

a parallel test is run for both using log-likelihood for the coherent detector, as 
follows: 

Ed/NQ + (2Ed/NQ) in-phase Zl   = 

7       as    - 
"2 Ed/No - (2Ed/No) in-phase 

(147) 

Only the larger of the z and zg sums is compared with the dismissal threshold. !r. 

other words, dismissal is required to occur on both parallel tests before moving to 

the next search position. 
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A computer simulation was written for each of the above approaches to obtain 

quantitative data on the synchronization performance.   The results are presented in 

Figures 7-61 and 7-62.   These show the behavior as a function of received energy/ 

noise per interval and are both for a design value, E,/N   of 0 db.   The probability of 

synchronization at E /N   = E ,/N   depends on the dismissal threshold, defined by 

Dismissal threshold = log (£) (148) 

where ß is the theoretical probability of false dismissal for a coherent system.   The 

probability of synchronization at E/N   = E ,/N   was to be roughly 0. 7 in the Simula- 
SO u      O 

tion; the actual values obtained are seen from Figures 7-61 and 7-62 

The two approaches may now be compared, with the qualification that the 

loop parameters are not optimized but have been selected heuristically on the basis 

of behaviors observed in prior phase lock simulations.   The normalized parameter 

E/N , defined as the energy/noise in the average time to search through one bit of 

the PN signal, is the appropriate comparison.   It is observed that the second approach, 

Figure 7-62,  although \. 1 db degraded in E /N , can search faster by the ratio 

7. 8/4.1 or 2. 8 db.   Thus, the second approach demonstrates a net advantage of 1. 7 db 

in E/N   for a synchronization probability of 0.7 at a given search position, maintaining 

BL = 0°1. 

7.5.1.8.2  Effect of Triangular Correlation 

The results of the basic sequential detection strategy still do not give actual 

probabilities of synchronization, considering the triangular correlation funcUon.   If 

the search is quantized to m positions per bit, there is more than one chance to synch- 

ronize on a given pass through correlation, and the probabilify of synchronization for 

one pass must be appropriately computed.    Furthermore, on any one pass through 

correlation, the quantized search positions are randomly related to the position of the 

correlation peak. 
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Figure 7-61.   Sequential Detection by Costas Loop with Random Data 
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Figure 7-62.   Sequential Detection by Costas Loop with No Data Modulation 

To study the situa'tion further, consider the choice m = 2.   The extremes of 

"best" and  'worst" cases on any given pass through correlation are shown in Figure 

7-63.    For either of these extremes or any case in between, the overall probability 
* ' 

of synchronization can be computed from the curve   for a single position by noting 

that the probabilities of dismissal at the successive positions are statistically 

independent. 

Results for the two extremes are shown in Figure 7-64, expressed in terms of 

E /N   defined as the energy/noise at the correlation peak. 

The probability in Figure 7-61 or 7-62 may be taken as 0 or unity outside the plotted 
range of E /N . 
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Figure 7-63.   Cases of Quantized Search 
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s 
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Figure 7-64.   Costas Loop Simulation 
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7,5.1. 8,3  Continuous Operating Loop 

In the previous section, the Costas loop is assumed reset to zero frequency 

offset when shifting to a new search position.   One may, instead, cause the Costas 

loop to operate on a continuous basis as the search proceeds.   Conceivably, this could 

give improved performance in the worst case of Figure 7-63 since the loop now has 

twice as long to acquire at the maximum worst case correlation.   However, the pro- 

blem now is that the loop VCO frequency can be driven arbitrarily far away from zero 

in a "random walk" due to noise, 

To see this directly, Equation (140) is rewritten for the average frequency in 

an interval, i. e., the VCO phase increment A 0(k) = 0(k+l) - 0(k): 

A</(k) = A 0(k-l) + Wj e(k) - W2(k-1) (149) 

If A0(0) = 0, one can sum over k to obtain 

k-1 
A0f(k) = £ (W   - W ) e(i) + W   e(k) - W„ e(0) (150) 

i-1      L       - l i 

where the e(i) are statistically independent Gaussian variables in the absence of a 

correlated signal amplitude.   The mean E {A 000} is zero, and the variance is 

E {[A0 (k) ]2) =   [ (k-2) (Wj - W2)2 + W* f W2
2] E je2 J (151) 

which shows how the frequency fluctuation grows with time.   The two components in 

Equation {151) are approximately equal for 

k - 8 t,2/u2 (152) 

or k - 110 for f = 0. 707 and B. = 0.1 (see Equations (143).   For larger k, the variance 

effectively starts growing. 

One way out of the problem is to apply a loop with finite open loop gain so that 

a finite equilibrium condition can be reached.   The open loop gain G(s) id now 
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G(8)   = 
K(l 4 TjS) 

1 +TS (153) 

and 
% =    ^ 

BL = 17un i + ( ft - l/wnT)' (154) 

where £ = 0.707 has been assumed in the expression for B. . 

The difference equation for the finite gain loop is found to be 

0(k) = (1 + a) 0(k - 1) - a 0(k - 2) + Wj e(k - 1) - W2 e (k - 2) (155) 

where 

a =  exp (- Ts/T) 

W 
2 2 

1 = wn V " (1 " tt) K T       ^V + X) (156) 

W2 = W|I
2TST or - (1 - a) (u^V -    ffu^r + 1) 

Again, Equation (155) can be rewritten in terms of A #(k)    The mean of A 0(k) is 

again zero in the absence of a correlated signal amplitude, and the variance approaches 

a steady state value for large k.   This steady state value is found by direct computation 

from Equation (155), rewritten, tobe 

o (W   - W )2 + 2(1-0) W W 
EJA02}   =   -J 2 , ^-2- Eje2} 

1 - Of 
(157) 

Since the e(k) are Gaussian variables in the absence of signal, A 0 has a Gaussian 

d istribution. 
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The method for Monte Carlo simulation of the continuously operating loop is 

now clear.   The initial condition for VCO frequency is chosen from a Gaussian distri- 

bution with the requisite variance.   The probability of synchronization is empirically 

determined by repetitively searching through the triangular correlation function peak 

for each successive pass.   Synchronization is declared if dismissal does not take place 

at any search position (necessarily within the triangle function). 

The results for m    2 steps/bit are presented in Figure 7-65, with the numerical 

choice 

v T = °-2 

for the Costas loop with random data.   This curve may be compared with the curve s 

for the corresponding case (solid lines) in Figure 7-64, since the average number to 

dismiss in the absence of signal is the same for both the finite-gain and the infinite- 

gain loops.   (Simulation results for a finite average were 7. 8 versus 7.4.)  It is seen 

that Figure 7-65 is between the best and worst cases in Figure 7-64.   Hence, it is 

concluded that the possible advantage of a continuously operating loop is offset by the 

noise-induced frequency fluctuation, and there is no significant performance difference 

from the-reset in-frequency loop previously studied. 

ft 

£   0.6 

FINITE GAIN LOOP (tfn/K •0.2) 

LOOP NOISE BANDWIDTH / SAMPLE RATE • 0.1 

NOISE DRIVEN INITIAL FREQUENCY ERROR 

SYNC DECLARED AT 75 INTERVALS 

AVERAGE NUMBER TO DISMISS (NO SIGNAL) ■ 7.4 

fi SETTING • 0.1 

a 
5 
2   0.4 

669-1363 
UNCLASSIFIED 

E/NR IN DECIBELS 
P    6 

Figure 7-65.   Sequential Detection by Costas Loop, Search 
Through Triangle in Two Positions per Bit 
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7. 5.1. 8. 4 Synchronization with Four-Phase Tracking Loop 

The Costas loop for biphase modulation has displayed an advantage over a 

standard phase lock loop for acquisition, presumably because of the reduced maxi- 

mum phase error (JT/2 instead of ir) in the former.   This hypothesis can be extended 

to a phase tracking loop for multi-phase modulation; specifically, to a four-phase 
loop. 

The form of the four-phase loop is made evident from the trigonometric 

relation 

sin 4x 
cos x sin x (cos x H sin x) (cos x - sin x)  ~  —j— (158) 

which shows how the components in Equation (142) can be applied to develop an error 

signal repetitive in ff/2, as compared with 1t for the Costas loop and 2TT for the standard 

loop.   In similarity with Equation (145), introduction of hard limiting of some quantities 

improves performance, and therefore the error feedback is 

e =   in-phaee • quadrature • Sign jin-phase + quadrature} • 

Sign jin-phase -quadrature} (159) 

When the loop is tracking, either the in-phase or the quadrature, but not both,  is 

driven to zero. 

The dismissal test for the sequential detection is an extension of Equation (147) 

taking into account the four possible lock-in conditions.   Thus, we add to Equation (147) 

z„   -   - E ,/N   * (2E ,/N ) quadrature 3 a    o do 
(160) 

z.   =   - E ,/N   - (2E ,/N ) quadrature 

and compare the largest of u , z     ;•. , and z   with the dismissal threshold. 

Simulations were performed at E ,/N      0 db.   The observed probability of 

synchronization with E /N      E ,/N   was degraded from the Costas loop performance 
s     o       d     o 

shown in Figure 7-62 for the same ß setting.   Furthermore, the four parallel tests, 

rather than two, increased the   average number of intervals to dismiss.   Presumably, 

the degradation inherent in Equation (159) at E /N       0 cib more than offsets the reduc- 

tion in initial phase error.   The four-phase loop is, therefore, not considered further, 

since it is inferior to the Costas loop for synchronization at the desired low E„/N   of 
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7.5.1.8.5  Summary of Costas Loop Results 

The results of the preceding detailed analysis of Costas loop sequential detec- 

tion may be summarized in terms of the parameter E/N , where E is the received 

signal energy over the time to search one bit of the PN signal.   Note that 

E/NQ = m E /NQ (average number to dismiss) (161) 

For simplicity, the best case and worst case curves in Figure 7-64 have been aver- 

aged and presented in Figure 7-66; this presumes a simple linear relation between 

probability of synchronization and time displacement, and is not too unreasonable for 
an approximation. 

A limited attempt at loop parameter optimization was made for the approach 

of no data modulation.   At a fixed ES/NQ - 0 db, the loop noise bandwidth was varied 

about the value 0.1 times the sample rate, with the results in Table 7-14.   (Naturally. 

loop bandwidth has no effect on average number of interval i to dismiss in the absence 

of signal.)   From Table 7-14 it appears that a loop noise bandwidth of 0. 05 is roughly 
the optimum at the E/N   of 0 db. so 
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Figure 7-66.   Costas Loop Simulation 
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Table 7-14.   Effect of Loop Bandwidth 

E  /N 
s      0 

Loop Noise HW 
Probability 
of Sync 

Number of 
Computations 

Odb .02 0.54 1000 

0 db . 03 0.58 3000 

0 db , 05 0.60 16000 

0 db .07 0. 59 3000 

0 db . 10 0.51 10000 

0 db .20 0. 12 1000 

A simulation over a range of E /N   h.is been plotted in Figure 7-62 for 

comparison of the two bandwidth cases, . 05 and . 1.   This figure shows the narrower 

bandwidth to be an advantage only at low  E /N .   Intuitively, this makes sense, since 
o        U 

the loop dynamics limit the response time at high E^/N      Following the procedure 

previously described, representative synchronization probabilities are plotted in 

Figure  7-66 for the narrower loop bandwidth and display approximately a 1 db improve- 

ment compared to values for the wider bandwidth. 

7. 5.1. 9   Pseudonoise Synchronization By Serial Search With Noncoherent Detection 

In the preceding sections describing application of sequential detection to the 

serial search process for a PN system, it was concluded that use of (Costas) phase 

luck loop techniques offered somewhat better performance than noncoherent detection 

techniques.   The discussion which follows indicates possible improvement for noncoherent 

schemes and presents simulation results for a particular scheme which somewhat out- 

performs the Costas loop scheme. 

The discussion is initiated with the observation that noncoherent detection of 

the successive sample intervals clearly is non-optimum, since it ignores the continuity 

of signal phase from one imurval to the next.   Since absolute phaae is unknown, some 

version of noncoherent detection is still required; however, relative coherence should* 

be maintained over as long an integration as possible.   In a practical sense, the inter- 

val of coherence is limited by phase perturbations on the signal, such as caused by 

Doppler and Doppler rate. 
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Rather than postulate a theoretical detection process extending coherence 

requirements indefinitely, one may arbitrarily require the coherence to carry over 

only from one sample interval to the next, in similarity with DPSK modulation schemes. 

The simplest way to accomplish this, of course, is merely to extend the sample inter- 

val by a factor of two,  retaining the basic noncoherent strategy except vvith coarser 

time quantization.   Note, however, this is not possible when the signal is biphase 

modulated with random data at the original sample rate. 

The scheme to be tet,..ed here retains tht original sample interval but assumes 

phase coherence from one interval to the next; hence, it is termed here, "semi- 

coherent" detection.   The situation is illustrated in Figure 7-67.   The integration 

extends over two of the original intervals, but successive samples for the sequential 

detection trial are obtained by integrations displaced only by one interval, as shown. 

Because of the statistical effects of the overlap, the basic sequential detection theory 

is not as easily applied as in prior analyses. 

One reasonable heuristic approach is simply to treat successive samples as 

independent when defining the likelihood ratio function.   Thus, if x. ., y.  _, x.,y. 

represent, respectively, the quadrature components of the first and second intervals 

of the i    sample, and no data modulation is present, the normalized envelope r. is 

given by 

ri^ 

J(xi.1 + x.)2 + (yi_1 + y.)2 

(162) 

ORIGINAL _»J 
INTERVAL      n 

FIRST SAMPLE H 
-SECOND SAMPLE- 

■THIRD SAMPLE 

1IV1E 

ETC H 
?6<M785 UNCLASSIFIED 

Figure 7-fi7    Modified Noncoherent Detection Strategy 
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2 
If the design 2E ,/N  = a, per interval is specified, the log-likelihood, presuming 

random absolute phase, becomes 

2 
z. -ad

z + logy/2"adri) (163) 

As noted, successive z. are actually not independent. 

If biphase data modulation exists in each interval, Equation (162) is no longer 

valid, since a phase transition due to data may have occurred.   Considering both 

events as equally probable, the log likelihood becomes 

I (VsT a ,r.+) + I (\f2~ a ,r.~)) 
\ =  -ad +logj g  (164) 

where 

r = i Jvxi^ + frj-i^r? (165) 

represent the envelopes for the two events (phase transition due to data or no transition). 

The above detection strategies have been simulated on a computer.   In the simu- 

lation, the values of x , and y , are simply taken to be z*ro at the outset of each sequen- 

tial detection test.   The quadrature components are generated as independent Gaussian 

variables, with 

ity - #v^ 
Etyj) *=   0 (166) 

Var(Xj) * Var(yj) « 1 

In Equations (166), E /N   is the actual energy /noise density for each interval.   The 
SO 

design value is designated as E ,/N , and is needed for Equation (163) or (164).   The 

results are given in Figure 7-68. 

A comparison of the results is also made with the basic noncoherent strategy 

which aiso would integrate over two of the original intervals and requires no data mod- 

ulation.   On the basis of simulation results at 2E /N   = 2E ,/N , with a /^setting to 

give 0. 7 probability of synchronization, shown in Figure 7-63, the performance is 
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observed (note the average number to dismiss) to be close to that obtained with the 

postulated scheme for random data but inferior to that obtainable when data modulation 

is not present. 

If the results in Figure 7-68 are compared with Figure 7-62 in which perform- 

ance for the case of no data modulation with Costas loop acquisition is presented, it 

will be observed that performance shown is nearly 3 db better than previously obtained 

even with an optimized loop bandwidth (BL = 0. 05).   We may show this explicitly by 

computing E/N , where E equals the signal energy in the time to search one PN bit 

assuming two search positions per bit.   Averaging the best and worst cases yields 

Figure 7-69, which may be compared with Figure 7-66.   With data modulation present 

in the noncoherent detection scheme, Figure 7-68 shows the resulting degradation to 

be approximately 1.4 db. 

W-17M 
UNCLASSIFIED 

-2 -1 0 
£$'N0 IN DECIBELS 

Figure 7-68.   Semi-coherent Detection Over Two Intervals 
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Figure 7-69.   Sequential Detection 

7.5.1.10  Conclusions 

Theoretical analysis and simulations of sequential detection applied to the prob- 

lem of serial search for synchronization have been carried out.   The results show a 

significant advantage of sequential detection over simplor strategies for a coherent 

system; however, this does not represent a realistic sys-em.   Phase lock acquisition 

as wer as noncoherent detection schemes are considered in an attempt to bridge the 

gap to a practical concept involving synchronization when absolute phase is initially 

unknown. 

Little or no .mprovement over a noncoherent system is obtained by using a phase 

locked loop or a Costas loop.   A semi-coherent system, in which cone, ence carries 

over only from one sample interval to the next was also investigated.   This scheme wts 

found to be two to three db. better than even the optimized bandwidth Costas loop.   The 

results of the analyses and simulations on which the above conclusions are based are 

summarized in Abie 7-15 which gives the average necessary E/NQ to obtain a proba- 

bility of detection of . 7, where E is the signal energy in the average time to search one 

PN bit. 
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Table 7-15.   Summary of Analyses and Simulations 
of Synchronization Performance 

Probability of Detection = 0.7 

Uniform 
Search Rate 

Coherent 
No Data 

Sequential 
Coherent 
No Data 

Sequential 
Noncoherent 

No Data 

Sequential 
Optimized 

Costas Loop 

Sequential 
Differentially 
Coherent 

No Data! Data No Data Data 

E/V 8db 3 db 10 db 10 db 12 db 1. 8 db 9.2db 
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7.5.2   INTEGRATION LOSS WITH DIGITAL MATCHED FILTER SYNCHRONIZATION 
FOR PSEUDONOISE 

7.5.2.1  Introduction 

To avoid the long synchronization time for a serial search, an alternate technique 

for synchronization to a PN waveform can be considered, based on use of a matched 

filter, whose impulse response is a replica of a portion of the PN code.   In effect, the 

matched filter acts as a correlator and detects the instant in time when the received 

signal ''lines up"wiih the siored replica.   In the past, analog implementations based 

on tapped delay lines have been the typical design concept; however, for the future digital 

implementations appear to have significant packaging (i.e., LSI) and cost advantages. 

Since a digital matched filter :s recommended as implementation for the pre- 

ferred CNI waveform, an analysis of the effects of digitizing a received signal for 

processing by a digital matched filter has been carried out. 

The basic configuration discussed is shown in Figure 7-70 for a biphase modu- 

lated signal. The extension to quadriphase and Doppler shifted signals is described in 

AppeudixIV. The received signal plus interference is detected to quadrature baseband 

components, which are individual inputs to tapped delay lines in an analog system. In 

a digitized system, shift registers replace the tapped delay lines 

To obtain a digital representation of a received signal, it is necessary to time 

sample the signal and quantize each sample in accordance with an allotted number of 

levels.   To evaluate performance for correlation in a matched filter, digitally imple- 

mented, an optimization for the number of quantum levels is desired, considering the 

effect of interference.   Also, the sampling rate is to be specified. 

To obtain a tractable problem for analysis, the question of sampling rate is 

initially deferred, and attention i3 directed at one sample of a baseband signal plus 

interference    Then, the sample amplitude v can be written 

v = ± 1 + y (167) 

where the desired signal has unit amplitude and a random polarity, and y denotes the 

instantaneous value of interference.   The amplitude is quantized and then correlated 

with the known signal polarity. 
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The basic problem associated with quantizing is the possibility of suppression 

of the desired information.   For example, if the spacing of the quantum level exceeds 

2, the amplitude v for some values of interference will be quantized to the same quan- 

tum level for both polarities of the desired signal; correlation has been completely 

suppressed for those interference values.   As the simplest example, consider binary 

quantization which retains polarity only of v.   Correlation is fully suppressed for all 

y  >  1; hence, operation at an input S/J < 0 db is not allowable with this basic binary 

quantization concept. 

The suppression effect can be reduced or eliminated by a revised strategy 

of quantization which does not employ fixed thresholds but, instead, "dithers" them 

by adding additional "noise" prior to quantizing.   This strategy prevents v from 

being stuck in any one quantum level.   The analytical problem is posed of selecting 

the dither function to optimize performance, appropriately defined. 
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Figure 7-70.   Concept of Digital Matched Filter 
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Since correlation implies integration over a large number of samples, the 

measure of performance may be taken as the "output S/N", defined for one sample 

as 

Output S/N = - ^ean c°rreIation}2 (168) v Variance of Correlation 

where the variance is to be taken in the absence of signal.   This may be compared 

with the "input S/N, " defined as 

input s/N - ^^ISSe^isnalPower_ 
Averagt Interference Power 

9 (169) 
=  I/o2 

2 
where a   is the average interference power.   The correlation is defined as 

Correlation = + Quantize [+ 1 + y| (170) 

where + denotes the two allowed polarities of the desired signal. 

Optimization is attempted here on the basis that the interference y is a random 

variable with an unknown probability density subject jnly to the constraint that its 

second moment does not exceed a >> 1 (the case rf low inputs S/N).   It is desired to 

maximize output S/N for the worst case probai ility density on y.   A useful measure 

of performance is degradation, defined as 

Degradation (in db)  = 10 log1() $jß^ (171) 

and this quantity is to be minimized. 

7. 5. 2. 2  Binary Quantization 

A complete solution can be given for the simplest case of binary quantization. 

Here a dither voltage ß of probability density g(ß ) is added to the sample amplitude v 

prior to polarity quantizing.   It is required to select g(ß ) to maximize the probability 

of quantizing to the correct polarity (same as that of the desired signal) while the 

probability density p(y) of interference is selected to minimize probability of correct 

polarity.   This minimax (game theory) problem is treated in detail in Appendix ID. 
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The results of the analysis give the mlnlmax solution 

«""^-('"iJ)   m<n° 

and the performance 

(172) 

«=  0 |ß)   > fSa 

Output S/N> -ir- (173) 
~ So* 

irrespective of the interference probability density.   The degradation, defined in 

Equation (171), is seen to be equal to or less than 4. 8 db for this case of optimized 

binary quantization. 

To illustrate the minimax nature of the solution of Equation (172), consider 

Interference at any value y, with I yl < /3a.   Correlation is obtained for the range 

of ß satisfying -1< y + ß < 1, since the two signal polarities then cause different 

quantized outputs.   The correlation for this value of y is 

i-y 

/ g(ß)dß - 2g(y) (174) 

-1-y 

and the average correlation is 

/3a 

Average Correlation =  2 [ g(y) p(y) dy 

-/3a 

l*3a /Ta 
fä    f l        r    2 <175) = g   / P(y)dy---±-*   I   yZp(y)dy 

-/3a -/3~a 

/3"c 

Independent of p(y) If y is entirely confined within the range |yj < /3~o. 
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7.5.2.3   Multilevel Quantization 

For the case of multilevel quantization, a complete solution has not been obtained. 

As a first approach, a specific dither function will be postulated and the woist case 

probability density of interference ascertained with respect to that dither.   Also, an 

even number of uniformly spaced quantum levels is assumed.   The received signal 

amplitude remains as defined in Equation (167). 

The probability density of dither will be selected as uniformly distributed with 

a peak-to-peak amplitude D equal to one quantum.   It appears reasonable that this choice 

will be roughly optimum for a large number of levels.   It is sub-optimum for the case of 

two levels which has already been analyzed.   The quantizing concept for a received 

amplitude v is to generate a random value  ß of dither and quantize v + ß to the closest 

value of the form (k + . r>)D, where k is an integer specifying the level (both positive 

and negative polarity). 

In similarity with Equation (174), correlation is obtained for a ßsatisfying 

kD - 1 < y + ß< kD i 1, with any one of the allowed integers k.   Since the quantizer 

levels are spaced by D, the correlation for this value of y is 

kD^ 1 

kD-1 

and the average correlation is Equation (17R) multiplied by the probability that y does 

not lie outside the finite quantizing range.   If the number of Wels is L, correlation is 

suppressed whenever 

|yj   >    (|- .5)D (177) 

since the dither then will not cause any quantizing threshold to be crossed. 

Now consider the interference strategy which will be worst case.   This p(y) 

will have a portion of its distribution within the bound of Equation (177) and the 

remainder should be concentrated just outside in order to minimize the resulting 
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average power.   At least for a reasonably large number of levels, the average inter- 

ference is essentially unchanged by the quantizing.   Thus, the worst case strategy is 

to maximize the probability that y lies outside the range of Equation 177   and this is 

accomplished by letting y assume only the values 0 and + <~ - . 5)D.   For the value 0, 

the output is + . 5D. 

Against the above strategy, the output S/N can be obtained in terms of the 

probability K that y is not zero.   From the average power constraint 

K.L        _. it _.2 2 
(•z - . 5;   D    = a (178) 

and 

Output S/N = (1-K), 

(1-KK.KD)2 + a2 
(179) 

The degradation is 
1-K 

,AI Input S/N 
10 loh0 Output S/N 

=   lOtog 10 
(L-1)2K 

+ 1 

(1-K) 
(180) 

and this can be minimized by choice of the quantum spacing, which sets K according 

to Equation 178.   It is found that the value of K yielding the minimum is 

K - 
4 /TT 8 (L-l) 

4L(L-2) (181) 

and the degradation for several values of L is given in Table 7-18.   (The value for 

L = 2 cannot be obtained directly from Equat;on (181), and this case must be separately 

treated.)  Note that the suboptimum strategy for L = 2 causes an additional 3.5 db 

degradation over that previously given based on the true minimnx strategy. 

7.5.2.4 Time Sampling Rate 

An estimate of the requisite sampling rate can be made by optimizing this 

parameter in accordance with an appropriate criterion.   For this, the signal is assumed 

to be composed of bipolar rectangular pulses of specified bit duration except that a fin- 

ite bandwidth in practice leads to a non-zero transition time between the two polarities 

Figure 7-71 shows the general nature of the assumed waveform. 
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Table 7-16.   Degradation With Multiple Levels 

Number of 
Quantizing Bits 

dumber of 
Levels Degradation Peak-to-Peak 

Dither 

1 2 8.3db 1.602 a 

2 4 3.5db 0.965 a 

3 8 i.6db 0.636 a 

4 16 0.8db 0.434 a 

5 32 0.4db 0.302 a 

6 64 0. 2db 0.212 a 

If this waveform is sampled an integral number of times per bit, most samples will 

lie upon the peak value of the waveform; however, a sample within a transition region 

will not contain useful polarity information. 

The time phase of sampling cannot be locked in any specific relation to the 

received signal, and a minimax design philosophy may be introduced.   Thus, perform- 

ance under the- worst-case sampling phase is to be computed, where the phase is con- 

sidered variable over a full sampling interval.   The worst case is seen to be that of 

one sample lying on the transition region.   The remaining samples fall on the full 

signal amplitude. 

BIT 
DURATION h 

I 
DNClASSIflEO 
469-9/4 

Figure 7-71    Filtered Bipolar Signal 
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The individual samples are presumed to he binary quantized with a dither 

function as already discussed.   Consider first the situation in the absence of the 

desired signal.   Let the number of samples per bit duration be m.   If the interference 

la constant at the value a, the probability that the polarity of a sample v is the same as 

that of the Interference is given by 

-a 
p+ =    /       g(x) dx = 0.1155 (182) 

Let v. denote the m binary quantized samples per bit, so that the correlation summed 

where g{x) given in Equation (172) has been substituted to yield th<- numerical value 

Let v. denote t 
1 

over any bit is 

v=  Sign  (bit) 4      S     vi 
m 

(183) 
1 = 1 

where the sign of the bit is, at random + 1.   Thus, the average of v is zero because of 

the random bit polarity, and the variance of v is 

(184) 

0.591   f 0.403 
m 

showing the behavior with m. 

The mean correlation in the presence of the desired signal is obtained by 

applying Equation (175) generalized to include an arbitrary signal amplitude instead of 

simply unity.   If a. denotes the desired signal amplitude at the i    sample, the result is 
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Output S/N = (Msa^gi^tisar 

m 
J 
3o2 m    £-> 

i = 1 
Sign (bitj) aj. (185) 

0.591 + 0.409 
m 

where Sign (bit.) denotes the polarity of the reference bit applying to the 1    sample. 

When the signal is correctly aligned with the reference, except tor the worst 

case sampling phase error, all a. are unity in magnitude and have the same polarity 

as the reference except the one lying on the bit transition.   That cne may be taken as 

zero if the transition actually occurred, but as unity if a transition does rot take place; 

hence, the average a    is 0. 5.   The result is 

.5\2 

Output S/N  ■ ±IL£ 
3ff2 ,591 + .409 

m 

(186) 

values of which are given in Table 7-17. 

These results indicate the most significant gain is achieved by going from one 

to two time samples per bit. 

Table 7-17.   Output S/N Per Bit With Multiple Time Samples 

m Output S/N Degradation 

1 .0833/a2 10. 8 db 

2 . 235/(72 6.3 db       j 

3 .318/c2 5.0db 

4 
t 

.368/<j2 4.3 db 

• 
00 . 564 /o- 2 2.5db 
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A criterion for selecting the optimum m is on the basis of output S/N after 

integrating over a fixed number of samples, which is m times the number of bits. 

Since Table 7-17 lists the output S/N for one bit, the maximum S/N improvement for 

a fixed number of samples is achieved for m - 2.   The result may be expressed as a 

type of degradation 

Degradation from 10 log-0 (No. of samples) - 9. 3 db      (187) 

In other words, compared with an ideal system which samples once per bit and avoids 

quantization loss, the worst case corresponds to a loss of 9. 3 db in S/N improvement, 

using as the criterion the number of binary values summed in the digital matched filter. 

For m = 2, the loss is 6. 3 db with respect to the duration of integration. 

7.5.2.5  Conclusions 

If complete suppression of correlation can be avoided by the introduction of 

dither in the quantizing, the only reason to increase the number of quantization levels 

is to reduce the degradation in S/N.   It is seen from Table 7-16 that 4-bit quantization 

(16 levels) is required to reduce the degradation below one decibel. 

In application to a digitally implemented matched filter, the above results tend 

to support the conclusion that binary quantization yields minimum overall complexity 

when the processing gain is specified as in the case of a synchronization process.   The 

reason is that the digital matched filter complexity is roughly proportional to the required 

digital storage, which is the product of number of samples times the number of quan- 

tizing bits.   Then, going from binary to 2-bit quantization world produce a standoff in 

complexity if the degradation were reduced by 3 db, theieby enabling the number of 

samples to be cut in half.   However, comparison of the optimum binary quantization 

solution with 2-bit quantization shows that a 3 db gain is not attained. 

Another criterion is the time function duration required to achieve a specified 

;. lOcessing gain.   The results show that going to multilevel quantization can save up to 

a factor of 3, compared with use of binary.   This situation arises when a matched 

filter is to be employed as a data demodulator.   The degradation associated with quan- 

tizing to a email number of levels must be interpreted as a loss in system performance 

for ihis case. 
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With respect to selection of the time saxiyling rate, consideration of a binary 

polarity-reversal waveform indicates an optimum of two samples per bit, where 

digital matched filter complexity is again the criterion.   For binary amplitude quanti- 

zation, the worst case degradation is 9.3 db with respect to the processing gain of 

the digital matched filter (number of binary samples integrated).   As an alternative 

viewpoint, the loss is 6.3 db with respect to integration interval for the case of two 
samples per bit. 

7. 5. 3  SYNCHRONIZATION VULNERABILITY TO OPTIMIZED JAMMING STRATEGY 

The results in the previous sections have not considered the effects of an 

optimized jamming strategy which can lead to a significant vulnerability.   As in Section 

7.3,1, the jammer is presumed to maintain a fixed average power, and the jamming 

strategy is denoted by a, the fraction of slots occupied at random.   The jamming power 

in a slot is denoted by J_i_t» and J      . , is the average over time for each. 

In a pure PN waveform, the slots ure over time; hence, the jammer must be 

capable of trading peak power inversely with duty factor (i. e., with a).   In a slow 

hopping FH/PN waveform to which the same basic synchronization analysis applies, 

a includes possibility of partial band jamming also.   A partial occupancy enables the 

jammer to produce a relatively low probability of synchronization; that is, considerably 

lower than would result from continuous broadband Gaussian jamming of equal average 

power.   The overall probability of synchronization is increased by allowing several 

chances, but at the expense of increased synchronization time. 

To consider an extreme example, suppose that the synchronization process is 

such that 

Probability of missing      p     _       Jslot     a ,ffl (188) 
sync on any trial M '     S        *,/B9o 

J. 

■ •» -¥<- «»*, 
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which idealizes the model to have a sudden threshold for sync acquisition.   With uni- 

form occupancy of all slots at (J/S)Q, synchronization is certain.   If, however, a 

fraction a of the slots is jammed at slightly greater than (J/S)n, the resultant miss 

probably is increased to a, while the average J/S is decreased by the factor a.   Tak- 

ing a numerical case, let the operational system requirement be a probability of 

synchronization of 0.9.   Then, one computes 

a = 0. J for one frame sync —* 10 db degradation 

a = 0.32 for two frame sync —» 5 db degradation 

a =  0.46 for three frame sync —*   3,3 db degradation 

where the degradation is related to the uniform occupancy yielding the same probability. 

This shows how the jammer is forced toward uniform occupancy by introducing a 

synchronization strategy based on independent chances in several frames, when over- 

all synchronization probability is held fiy.ed as a parameter.   The effect on synchroni- 

zation time is evident. 

As a more realistic model of a smoother threshold, let 

(2.33- fs7j~Tt) 
i ni f 9 (!89) 

PM<S/Jslot> = j=r y exp (-x2/2)  dx 
]fW 

-0D 

which goes from zero to unity as J . . increases from 0 to oo.   Equation (189) is roughly 

predicated on Gaussian detection statistics for the analysis model.   The probability of 

missing synchronization in any one frame is aPM for a partial occupancy strategy, 

since a miss can only occur in a jammed slot.   The optimum jammer strategy is not 

as evident as in the previous example, but requires a maximization as follows 

PM1 =  M^QP«<OS/J— -■-* >! {1M] 

Jworst case 
*ax{aP,-(aS/J      . ,) or   J     Mv    ' avslot'l 

In Equation (190), J      .    is the average power per slot (i. e., for uniform occupancy). 

This maximum occurs at «S/J      . . = 5. 7, so that 

PML   ,      = 53^77 ,191> 
Jworst case        ' av slot 

The worst case occupancy and resulting degradation can now be computed, similarly 

to the previous example. -377- 



Again, taking the required probability of synchronization to be 0.9, the 

results are 

a = 0.21 for one frame sync —* 3.1 db degradation 

a ■- 0.66 for two frame sync —* 0.4 db degradation 

a =   0.96 for three frame sync —»   0 db degradation 

where the degradation is again related to the uniform occupancy which yields the same 

probability of synchronization in the same number of frames. 

It can be concluded that the quantitative extent of the vulnerability during sync 

to partial occupancy jamming strategies depends both on the sharpness of the thres- 

hold characteristic and on the sync reliability objective.   A sharp threshold and a high 

reliability objective imply a serious degradation in average J/3 for optimized partial 

occupancy compared with uniform occupancy, if synchronization is attempted in a 

single frame.   However, the example presented as a more realistic illustration of 

threshold behavior shows only a modest degradation at an objective of 0. 9 reliability 

in a single frame.   This example would be representative of the CNI requirement at 

least for a voice channel.   For data, a synchronization reliability of 0. 9 is probably 

inadequate, and one design concept is to obtain increased reliability by extending the 

sync preamble over several frames.   With 0.9 per frame, the reliability is 0. 999 

when sync is simply attempted independently in three successive frames, for example. 

However, note the benefit of errpr correction coding for data transmission.   With 

interleaving to randomize error locations, the rate 1/2 sequential decoder accepts up 

to about 0.05 probability of error.   This implies a tolerance for a synchronization 

reliability of 0.9 even if the receiver operates by resynchronizing at the start of each 

slot (assuming no other errors).   This should be contrasted with an uncoded system 

in which the resultant error probability is 0.5 times the fraction of slots missed.   In 

that case, an error probability objective of 10    would require a synchronization 

reliability of 0.998 if resynchronizatior- where specified at the beginning of each 

time slot. 

7. 5.4  A DIGITAL SYNCHRONIZATION TECHNIQUE FOR FREQUENCY HOPPING 

A digital synchronization technique for a FH waveform is discussed here.   The 

technique is basically a digital integration scheme whereby the received signal and 
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interference are first quantized in amplitude and time.   The quantized signal pulses 

are then counted and when the count exceeds a threshold count, synchronization is 

declared and search is stopped. *   A block diagram of this system is shown in 

Figure 7-72A.   The system is attractive since, being a digital technique, it is very 

compatible with the concept of digital matched filter receivers.   Furthermore, it may 

be adapted to a sequential detection procedure. 
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QUANTIZER COUNTTR _^.ST0> SEARCH 
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UNCLASSIFIED 
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(A) 
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«          triiini 
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STOP SEARCH 
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(B) 
Figure 7-72.   Digital Synchroniser Implementations 

Harrington, J. V., "An Analysis of the Detection of Repeated Signals in Noise by 
Binary Integration, " IRE Trans, on Information Theory, IT-1; 3 March 1955, 1-9. 
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The sync detection problem is to detect and determine the time of arrival of 

pulses appearing at the output of the correlator. Since the receiver is not in sync and 

phase coherence has not been established, the individual pulses must be detected by 

envelope detection.   It is obvious from radar detection theory that sync detection pro- 

bability would be increased by integrating the sync pulse train, i.e., adding the pulses 

together.   Since we are pursuing a digital system, the individual pulses will first be 

quantized, as shown in Figure 7-72A.   The integration is then simply a digital counter. 

An alternate implementation is shown in Figure 7-72B.   This scheme utilizes a digital 

'tapped delay line" with the tap spacing matched to the spacing of the synchronization 

pulses.   The advantages of this scheme are that the pulse intervals may be chosen so 

that the matched delay line is sensitive to only that unique sequence of pulse intervals. 

Sequential detection may be applied to frequency hop (FH) systems which 

integrate on a post-detection basis.   The analysis could be restricted to noncoherent 

envelope detection in a Gaussian noise environment.   The synchronisation performance 

then is computed for the FH waveform by using the correlation function for the FH 

pulse shape.   However, broadband noise is not an optimum jamming strategy, and a 

more refined analysis should consider more effective means for jamming a FH system. 

The jamming strategy to be studied will consist of tones in a fraction a of the 

frequency slots.   The integration will be binary quantized (0 or 1) and the dismissal 

will be on the basis of the count of 1 s over the number of pulse intervals in the test. 

In the absence of the desired signal, the jammer will utilize tones of amplitude 

slightly excecd'ng the threshold A which performs the binary quantization.   Clearly, 

this strategy maximizes the probability of 1 for any pulse interval, and this corriissivc 

probability is e - a.     The typical data demodulator for a FH coded system can work 

up to a - Ü. 1 for tones equal in amplitude to the desired signal, and the threshold may 

typically be set at 0. 707 times the amplitude of the desired signal.   Thus, maintaining 

the same average jammer power of 0. 1 per frequency slot, the worst-ease strategy 

set a = 0. 2, yielding a commissive probability c •  0. 2. 
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In the presence of the desired signal with amplitude A   > A,, there «s an 

omlssive probability 6 that the threshold is not exceeded.   Let the amplitude of the 

jamming tones be A..   For a.random phase relation, 0, the omissive probability is 

obtained from Figure 7-73 to be 

r.  2 J A 2     A2i 
.    A     + A.    - A 

(192) x      a      -1 6 = - cos   - 

r A  2     . 2     A 2 i 
A      + A.    - A 

B J. 
2A   A. s    j 

where a is the probability of a jammer tone falling on the signal.   For a fixed average 

jammer power, retaining an average of 0.1 per frequency slot, 

A.  ■   ^0.1/a 

an Equation (192) can be maximized* with respect to a to obtain the worst case 

(193) 

669-1396 
UNCLASSIfUD 

Figure 7-73.   Vector Sum of Signal and Jammer. 

It Is unrealistic to assume that the jammer can maximize both f and i\ since 
these require different values of or, however, it is worst case. 
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The sequential detection sums the log-likelihood ratio according to 

z ■ log [(1 - 6d)/f J if 1 occurs 

- log 0d/
(1 " Cd^ if ° 0CCUtS (194) 

where e^ and 6^ are the design values.   The resulting sum is to be compared with the 

dismissal threshold log ß.   The average number of pulse intervals to dismiss in the 
absence of signal is given by 

Average Number to Dismiss =  „ A? (195) 

and 

E(Z/0) = c log(-7^) + (l - e) log(r^~) (196) 
d '     '        '        ^    *d 

where c is the actual probability of 1 in the absence of signal. 

Continuing the typical numerical illustration, with A   ^ 1 and A - 0. 707, the s 
maximum for 6 is computed to be approximately 0.12.   Taking e, - 0. 2 and Ä, = 0. 1?, 

Equations (195) and (196) yield 

loir ß Average Number to Dismiss =      h. (197) 

For a probability of dismissal ß - 0. 3, Equation (197) yields an average number to 

dismiss of 0.99. 

A Monte Carlo simulation was set up and performed to verify the analysis. 

Figure 7-74 shows the results for ß set at 0.3.   The average number to dismiss in 

the absence of signal, or 6 = l - e,, is 1. 65, relatively close to the theoretical 

expectation.   The results in Figure 7-74 can now be applied to obtain synchronization 

probability as a function of received signal level. 

From Equations (192) and (193), the maximum value of 6 can be computed for the 

worst-case, as previously described.   Figure 7-75 shows the results for the typical 

numerical illustration with average jammer power per slot of 0. I anrl A    . 707.   The 

worst-case fractional occupancy is also indicated.   This figure shows how the omissive 

probability approaches zero as the desired signal amplitude becomes large compared 

with the threshold. 

IJC synchronization probability can now be computed fron  Figures 7-74 and 

7-75 and presented as a function of F/No, where E is the signal energy in the time lo 
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search one frequency hop pulae width and N   is the average interference power per 

Hz.   The slot spacing is presumed equal to the reciprocal of pulse width.   The serial 

search is presumed taken in two steps per pulse width.   The results are shown in 

Figure 7-76 for the test and worst cases of alignment between received pulse and 
search position, as defined in Figure 7-63. 

To understand the significance of E/N , note that 

E/N   =(BW)(S/J)  (Time to search one pulse 
o     v     " '  '        width of uncertainty) (198) 

where BW = tot^i bandwidth.   Let BW = 100 MHz, E/N   = 16 db, J/S = 35 db, and 

the number of pulse widths of time uncertainty = 2 msec/50ftsec = 40.   Then, the 

search time is 

Search Time - 40 x 3Q
000 40 - 48 milliseconds 

108 

for an average synchronization probability of roughly 0. 8, according to Figure 7-76. 

It should be noted that the design parameters e ,, ö      and ß used in the 

simulation are noi optimized, and a small improvement in performance from 

Figure 7-76 may still be realized. 
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7.6 RANGE AND RANGE RATE MEASUREMENT ACCURACY 

A primary consideration for the CNI waveform is the ability to extract precise 

range and range rate measurements from it.   First, we shall present a discussion of the 

fundamental limitations to precision ranging; i. e., noise in the range (clock) tracking 

loops.   We shall also d.«scuss the range rate measurement accuracy.   In addition, the 

range accuracy of a sidetone   ranging system will be discussed and compared with the 

PN system.   This will be followed by a discussion of the practical implications of 

extracting precision range from a FH/PN/TH waveform.   Finally, the results of a 

computer simulation of range and range rate extraction from the coherent FH/PN/TH 

waveform is presented. 

7.6.1 PN OR FH/PN THEORETICAL RANGE AND RANGE RATE 
MEASUREMENT ACCURACY 

7.6.1.1 Introduction 

In a PN or typical FH/PN system, the range difference measurement is made 

by comparing the phase between clocks which are synchronized to the respective 

received PN codes.   Thus, the range measurement accuracy is limited by the time 

jitter error of the clock tracking loops.   For purposes of analysis, in both the PN 

and FH/PN systems, it will be assumed that a separate implementation performs a 

coherent demodulation to extract the pseudorandom code, and the clock tracking loop 

operates on the low-pass demodulated signal.   It will be further assumed that the 

hopping rate of the FH/PN system is slow enough so that any transient effects which 

may occur in the carrier track loop at the hop have negligible effect on the clock 

loop.   Thus, the ranging performance of the FH/PN system is the same as the PN 

system with equal PN clock rate. 

7.6.1.2 Theoretical Basis 

The phase comparison measurement between receiver clocks is actually a 

relative time of arrival measurement oi the signal.   Measurement signal arrival 

time in the presence of background interference may be interpreted as a problem 

in the estimation of an unknown signal parameter.   To examine the basic case, assume 

reception of a pulse waveform s(t- T ), where T is the unknown time of arrival, in 

the presence of white noise of spectre! density (one sided) N .   The received signal 

is observed over some interval - T/2 to T/2 such that edge effects are eliminated; i. e., 

we write 
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r(t) =  s(t - T) + n(t)       -T/2 < t < T/2 <199) 

The estimation of the parameter T is obtained through the log likelihood 
function, given by* 

T/2 T/2 
log A [r(t), T] »f    f r(t) s('t - T) dt - **-     f   6

2 (t - T) dt 

°-T/2 VT/2 <2°°> 

The maximum likelihood estimation is the value of r which maximizes Equation (200). 
If the maximum is interior, it may be found by differentiation 

T/2 

^=f   /   [r,t,-s,t-„]^Üdt 

(201) 
°-T/2 

T/2 
£-    f   r(t) s' (t - T) dt 

0 -T/2 

where it is noted that the last term in Equation (200) is independent of the parameter r . 
The value of T which sets Equation (201) equal to zero is the maximum likelihood 
estimator T _..   That is, mi 

T/2 

/  r(t,s'(tl^,dt-0 <202> 

-T/2 

Equation (202) is the theoretical basis for the time of arrival measurement. It leads to 
the concept of a tracking loop which correlates the received signal, with noise, against 
the derivative of the known waveform, driving the correlation to a null. 

i ■  
H. L. Van Trees, "Detection, Estimation, and Modulation Theory, Parti," 
John Wiley, 1968,   pp. 274 
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*W -> -TTH
1 

A lower bound on the variance of the maximum likelihood estimator (or on any 

unbiased estimator) can be stated. * Ignoring edge effects and letting the true value be 

zero for convenience 

N )         
  (203) 

2    /      [E'{t)]2dt 
-T/2 

A case of importance here uses a signal of average power S, biphase modulated 

by a pseudorandom code with clock period T^.   After coherent demodulation, not of 

concern here, the desired signal may be written 

r(t) = /S" a(t) + n(t) (204) 

where a(t) is a repetitive pulse shape of energy T   (for normalization to unit power) 

and whose polarity changes pseudorandomly at each clock period.   The in-phase 

component of interference is denoted as n(t).   The normalization is such at n(t) has 

density N   if the received interference has density N .   Then Equation (203) simplifies 

to 

r  9l N  /S 
E[r]i -~  (205) 

(2T/Tc) f [a'(t)]2dt 
-oo 

Letting Q (u) be the Fourier transform of a(t), Equation (205) can be written as 

TA?I N /S N 
E[?}2 °L-J . o (206) 

/ 1     f./v    «2    2 2TS(2^/ 
(2T/Tc)^   J|ft(w)|' u,2   ju, 

-co 

In Equation (206), ß is defined as rn rms bandwidth, in Hz, as follows:** 

+ 
Van Trees, op cit, p. 275. 

** 
P.M. Woodward, "Probability and Information Theory with Applications to Radar, " 
2nd Edition, Pergamm Press,  1964, p.  102. 
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00 00 

± /ia<-)i2 -2 du,   /[a'(t)]2dt 

Vtf   = -^ ~ - - ---i—  (207) 

i /lanl2*-      /Nt)]2 dt 2' 
-ca -03 

It may be observed that assumption of a rectangular pulse shape yields an infinite 

bandwidth, according to Equation (207). 

7. G. 1.3   Loop Analysis 

The clock tracking loop is usually implemented either as a delay lock loop or a 

T jitter loop which time shares an early-late gate.   A step-by-step analysis of the 

performance of both the delay lock loop and the T  jitter loop follows.   The analysis 

considers the received signal and noise to be bandlimited by an IF filter.   The noise 

itself is assumed to be white, Gaussian noise.   The rms tracking errors for the de.^y 

lock and T jitter loops are derived and presented by Equations (232) and (246), respec- 

tively.   The tracking performance described by these equations is plotted in Figures 

7-80 and 7-84, respectively.   In addition, the effect of varying the jitter time displace- 

ment on tracking performance is shown in Figures 7-81 and 7-85. 

The most significant result of this analysis is that the delay lock loop has betcer 

tracking performance t'.ian the T jitter loop, as shown in Figure 7-fJO.   In addition, as 

the time jitter displacement is made smaller, the delay lcck loop tracking performance 

improves whereas the T .jitter loop ti-acking performance degrades. 

Finally,  in light of the superior performance of the delay lock loop,  some con- 

sideration is given to channel gains and time delay differentials.   It is shown that for 

reasonably well designed channels the tracking error does: not increase very much with 

reasonable channel unbalances. 

7.6.1.4   Analysis of the Delay Lock Loop 

A block diagram of the delay lock tracking loop is shown in Figure 7-77. 

Coherent demodulation to baseband will be assumed as it is more convenient to analyze 
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a baseband loop and the results apply directly to an IF loop.   The receiver filter will 

be assumed to be an ideal bandpass filter which represents the bandlimiti-ig accomplished 

by the IF filtering.   The loop can be modeled mathematically as shown in Figure 7-78, 

if the tracking error is  < 1/2 radian.   In the analysis which follows, the variance of the 

tracking error AT and thus the rms tracking error will be found. 

From Figure 7-78 it can be seen that by superposition 

^T      4    |KF(p) 
p 

T2   = = [AKF(P)J- JAT     +   |"KF(P) — 
L       p J l      p n'(t) (208) 

where p is operator notation for d/dt.   Furthermore, in response to noise alone, 

AT   =I  -Tr 

so that by combining Equations (208) and (209) we obtain 

(209) 

.       _ KF(p)/p .... 
AT   "     1 + AKF(p)/p       n{t) (210) 

Since it is more convenient to work with power spectral densities, Equation (210) is 

written as 

2 
s4r,„) = KF(jo))/ja) 

1 +AKF(joj)/jo> 
S   , (co) 

n (211) 

RECEIVED RECEIVER 

1 'CORRELATOR 

+ 
y— SUETRACTOR 

SIGNAL 
FILTVR i 

H    , LOOP 

FILTER > c 
. 1 
) 

CORRELATOR VCO 

T 
, CODE 

106»-27?3 
UNCLASSIFIED GENERATOR 

Figure 7-77.   Block Diagram of Delay Lock Tracking Loop 
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Figure 7-78.   Mathematical Model of Delay Lock Tracking Loop 

where 

and 

S i(w) is the power spectral density of the noise 

S.   (u) is the power spectral density of the loop tracking error. 

The noise density can be found from consideration of the process taking place in the 

loop "discriminator" shown in Figure 7-79.   From examination of Figure 7-79, it 

is seen that the equivalent noise, n'(t), for the math model is related to the actual 

input noise by 

n'(t) -   n(t)a(t-Td) - n(t)a(i    rd) 

=   n(t)[a(t- Td)-a(t + rd)j 

(212) 

where 

n(t)   =  the actual input noise N(t) filtered by the receiver filter 

a(t- T ,)   =   reference IN code advanced by T , bits 

a(t+ T ,)   =   reference PN code delayed Ly T , bits 

Since multiplication in the tirre domain is equivalent to convolution in the frequency 

domain, the power spectral a. nsity of the noise n'(t) is given by 

S    ,(cu)   =   Sn(w) ® A (tu) (213) 
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Figure 7-79.   Delay Lock Loop Error Discriminator 

where 

A (to)   - power spectral density of a(t - T ) - a(t + r ) 

2nd Qy indicates convolution. 

The power spectrum of A (to) is given by 

A (to) = a(w)  a (to)* (214) 

where 

a (to)   =  voltage spectrum for  a(t - T.) - a(t + T ) 

a(&>) = a (ti>) [e"i&>Td  -e
+ja)Td 

so that 

A(a>)   -   -A (cd) | e d+e       d-2 I 

(215) 

(216) 

where   A (to) = power spectrum of reference PN code with zero delay and the exponen- 

tial terms account for the advance of the reference code by T ,.   The noise spectral 

density S (u) will be assumed to be white of value N   watts/Hz and limited to f_, the J    nv ' o R' 
bandwidth of the receiver filter.*  Thus, from Equations (216) and (213), the power 

spectral density of the equivalent noise is given by 

f     =   low pass equivalent bandwidth 
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Sn,(«u) =  Sn(6>)® A(o)) 

2irf_ 
N   r H 

'^ J      Ao(w) L2-e    d^    1 dw 

N 
 o 
2TT 

2^fR *rfR 2*fR 

J    Ao(«)d«-y    Ao(a»e-j2^da)  y   / SP* 
+j2ö)T 

d 

2No  [R,0)BL-   ^VBL] (217) 

where R(X)RT   = the bandlimited autocorrelation function for the PN code evaluated 

at X.   The equivalent noise spectral density given by Equation (217) may now be 

substituted into Equation (210) to obtain the tracking error power spectral density, 

S.   k).   Thus, 
AT    ' 

SAT(O»  = KFQai)/jai      l 

1 +AKP0o»)/jö» ^[^BL-^VBL] (218) 

Before proceeding further, it will be helpful to consider the term in the absolute 

value signs in hopes of simplifying Equation (218).   First, examining the mathematical 

model block diagram, Figure 7-78, it is seen that the voltage transfer function may 

be written as 

T2 AKF(s)f 

T 1        1 + AKF(s) - 
(219) 

and the power transfer function is given by 
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H(j«) 
AKF(ja>) 4- 

l+AKF(jü))^ 

(220) 

Since the error signal gain A is independent of w, Equation (220) may be written as 

H(jqj) 1 'KF(jeü)^- 
W  

1+ AKF{jw)~ 
(221) 

The quantity in the absolute r die sign on the right side of the equation is recognized 

as being the same quantity In the absolute value signs in Equation (218). Thus, sub- 

stituting Equation (221) into Equation (218), we obtain 

S
AT

(W
> 

! H(jo))   I 
.2 

2N »I R(C)aL-R(2rd)BL (222) 

Fach term in Equation (?22) has been well defined with the exception of A.   So far, 

A has been called the error signal gain.   Referring again to the mathematical model 

block diagram, Figure 7-78, and to the loop "discriminator/' Figure 7-79, it is seen 

that A: 

1. Must convert a time displacement,  AT, between the incoming 

code and the- reference code to an error voltage. 

2. Is solely a function of signal and not noise; i.e.,  is really thn 

loop "discriminator" function for signal. 

3. Has an output which is also proportional to the signal level \fS~. 

4. Being a discriminator, has a transfer function given by the 

slope of the discriminator characteristic. 

Thus, based on the above considerations. 

A  = ^ ~d7 ^(t + Tl) £<t " T2 ' Td) "a(t + Tl) a(t + T2 + Td^ 
AT = 0 

(223) 
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where 
< X> =  average value of X 

S     =   signal power 

By making a simple change of variables, Equation (223) may be written as 

A = >/s~ -^- <^a(t) a(t +AT - r^) -a(t) a(t +AT + rjb 
AT = 0 

= /T± [R(AT-Td}BL -R(Ar+rd)BL]  ^ = 

(224) 

(225) 

where the quantity R(AT - T^)   - R£sr + Td) is the discriminator characteristic for the 

delay lock tracking loop.   Thus 

A  = /s   [R'(AT-rd)BL-R'(Ar+rd)BL]^=o 

= 7S 2R'(Td)BL (226) 

where the bandlimited autocorrelation function is used since the signal is first filtered 

by the receiver filter.   By substituting Equation (226) into (225), we obtain 

1      '     - [2«'<VB,] * s 

From the noise theory, 

.00 

°n2  - f     S   (a,)^- n        J n        2TT 

so that by substituting Equation (227) into (228) we obtain 

„ ,.*> 9     2N   [R(0>       -R(2TJ)T>T] 2 /     lu/i   \l2 o BL d BL dw 
AT        J      \ \ t i 2 2ir 

• s "''VBL 

2No     R(0)BL "R<2rJ".        <-°° ff- / |»H2 S- 

(228) 

(229) 
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The noise bandwidth of a transfer function i:  defined as 

BL „ / [HO») 
0 

do) 
2TT 

so that Equation (229) reduces to 

Thus, the delay lock loop rms tracking error may be written as 

i 2N BT o   L 

where 

(230) 

2 2N B        R(0)       -R(2r ) 
<rA        = °   L    '        BL d DI- (231) 

[2R(Td»BL 

ATrn,s CTL 2R'(rd)BL 
(232) 

B-   =  one sided loop noise bandwidth 

N     -  one sided noise power density 

S     = average signal power 

7.6.1. 5  Delay Lock Loop Tracking Performance 

It is desirable to plot the rms tracking error; AT        , as a function of S/N B   , 

the loop signaJ-to-noise ratio, and several values of bandlimiting and displacement r ,, 

The bandlimiteri autocorrelation functions used in Equation (232) can be shown to be 

given by 

R(X) .=     -L  j--   cos!BX)(cos[BM) -2X sifBX] 
IT     L o 

+ (1 + X) si [B(1+X)J + (1-X) si [B(l-X)]l 
where 

B = 2rriRS 

f. = one sided bandwidth of receiver filter 

A = PN code bit width 

X = time displacement in bits 

-395- 



and 

X 

si [X]  "  f S^JL dy (234) 

"o 

The rms tracking error (Equation (232)) is plotted in Figure 7-80 as a function of 

S/N B. and several values of B and T ,,   It is obvious that the larger B is, the smaller 

AT , and the smaller T ,, the smaller AT        .   However, because of data trans- 
rms d rms 

mission requirements and limited available spectrum, B is typically limited to 1.5?r 

in a spread spectrum system,   Thus, a plot of AT versus  r , 'or B = 1.5TT, 3TT, 

and co, as shown in Figure 7-81, shows that for no bandlimiting f.ie tracking error 

may be made infinitesimally small by making r , infinitesimaliy small.   However, 

for practical values of bandlimiting; i„ e., B = 1.577, AT changes very little as a rms 
function of T ,. 

d 

The theoretical conclusion that an improvement is achieved by letting T , —• 0 

ignores the threshold behavior of the tracking loop, and actually an optimum r    exist3 

for delay lock. Appendix V discusses this effect further; however, with practical band- 

limiting, the choice of T , actually has little impact. 

7.6.1.6  Analysis of the T Jitter Loop 

A blot   diagram of a T jitter tracking loop is shown in Figure 7-82.   For 

analysis purposes, the equivalent math model for the T jitter tracking Joop is the 

same as that for the delay lock loop, with the exception of the error discriminator. 

Essentially, the error voltage is generated by correlating the received code with a 

reference code which is alternately advanced and delayed (jittered) by T , bits and 

phase detection the resultant 3ignal with the square wave voltage which jittered the 

reference code.   This error discriminator is modeled as shown in Figure 7-83.   By 

calculating the error signal gain, A, and the output noise power for this discriminator, 

some of the results of the delay lock loop analysis based on Figure 7-78 may be used. 

For the purpose of analysis, the jittering of the reference code is accomplished 

by means of a switching function U(t), which has the following properties: 

1. U(t) = 
1 
0- -- 

0 Ti 
2T 3T 
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U(t) 

<U(t)> 

N 

=   1 - U(t) 

<u(t» 2 

N 
4. U(t) =   U(t), U(t)        =   U(t), N  =   0, 1, 2, 

5. ü\t) U(t)   =   0 
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The jittered reference PN code is denoted by 

VQ(t) = a(t + T2 - rd) U(t) - a(t + T2 + T(J) U(t) 

•"v- 

so that the correlator output is given by 

Vx(t) =  ["v/sT a(t + Tj) + n(t)"j |a(t * T2 - rd) U(t) - a(t + T% + Tj) U;t)l 

The reference for the phase detector is the jittering signal and is denoted by 

V2(t) =  U(t) - U(t) 

The output of the phase detector is given by 

Vg(t) = V^t)      V^t) 

=  [>/s"a(t + Tl) + n(t)l Ta(t + T^ - T(]) U(t) - a(t + j^ + T(J) U(t)l. 

[U(t) - U(t)J 

/s~a(t + Tj) Ta(t ' T2 - Td) U(t)   - a(t + T2 + T(J) U(t) " j 

+ n(t)   [a(t + T2 - T(J) U(t)2 - a(t + T^ + rd) U(t) 2] (235) 
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(236) 

The average value of the phase detector output, V„(t), is the discriminator error 
voltage, 

V3(t)     = (/s"a(t + Tl) [a(t + T2 - rd) U(t)2 - a(t + r^ + T(J) U(t) 2 J ) 

=     ■^:[H(Ar-rd)BL-R(Ar+rd)BL] 

The quantity inside the square brackets is recognized as being the same discriminator 
characteristic as the delay lock loop.   Thus, as before, the error signal gain, A, for 
the math equivalent model is given by 

A = A-    JÄ \ R(AT - T )      - R(AT+ T .)„ 1 
dr        2      L dB d BLJ  AT =  0 

= >^R,(Td)BL 

(237) 

Since the discriminator shown in Figure 7-83 is a linear system, it is possible to 
find the relationship between the noise density at its input and at its output by finding 
the relationship between the input and output noise power.   Th<3 noise power in the 
output is found by squaring V„(t) and averaging.   Thus, 

O 

p =   /y (t)    / (subscript n indicates noise component of V (t)) 
N \ 3    n / 3 out 

^n(t)     [a(t + T0 - TA)   U(t)   + a(t + r0 + r/  U(t)2 

2      d'      w        v        2      d' 

+ 2 a(t - T2 - Td) a(t + r2 + T(J) U(t) U(t)l \ 

/      2   T 2 2**^2-1 \ 
= ^n(t)    I a(t + T2 - Td)   U(t) + a(t + T2 + T(])   U(t) J ) 

- W) [ <a(t+T2 - T/ >< ,J<H>+ <a(t+T2+v2 )(u(t)) ]  (238) 

-400- 



Since the noise is bandlimited by the receiver filter, 

<a(t+r2-rd)2)^   (a<t + VTd)8)- R(0)BL 

and Equation (238) reduces to 

PN        = (n(t)2 )   R(0)BL (239) 
out 

Since, 

P
N.   =(n<t)2> 

in 

Wc find that the noise power out of the T jitter discriminator is related to the noise 

power in by 

PN        =   PN.   K(0)BL 
out in 

so that by considering the noise in the same bandwidth 

Sn,(W)=NoR(0)BL (240) 

where N   is the input noise power spectral density.   Thus, from Equation (211), 

SA (•> -1 i s)/3:/- i2 «>>. <24i> AT j 1 + AKF(jü))/ja>    I n 

the spectral density for the tracking error for the T jitter tracking loop is given by 

s  <„■, . I   *?Wj"    2 

AT
- I + AKF(jw)/jw 

N R(0* (242> 
o   v 'BL 

Upon substituting Equation (221) into Equation (242), the tracking error spectral 

density is found to be 
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I      I2 

SAT(A»  -      iH<JY NoR(0)BL (243) 
A 

and since A for the T jitter loop is given by Equation (23?), Equation (243) reduces to 

.„,.  ^!%L   leo-il» <244> 

Thus, the variance of the tracking error is found to be 

ff.-2     _       /"     SA («*     iS- 
•'-.       AT 

Ar'    =      /     SA>) 
0 2T 

N 

/      | BO.)  | 2     dw. 

_      NoBLR(0)BL 

so that the rms tracking error for the T jitter loop is given by 

(245) 

ATrms ~ 
1 VR«°>BL 

/s - 
VNoBL 

H'(Td»BL 
(246) 

7.6.1.7   T Jitter Tracking Loop Performance ?.nd Comparison 
with Delay Lock Loop Performance 

The rms tracking error for the T jitter tracking Hoop, Equation (246), is 

shown plotted in Figure 7-84.   A bandlimiting factor of B = l.Srr was tsed since that 

value is typically used in PN systems.   As can be seen, the error increases as 7 ,, 

the jitter displacement, decreases.   The dependence of AT on r , is better illustrated 

bv the plot of   AT versus T , shown in Figure 7-85.   This inverse relationsi.'D J rms d 
between T , and   AT is opposite of the relationship for the delay lock loop, wheir- Q rms 
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AT decreases for decreasing T ,.   This performance difference is obvious from 
rms d 

comparing Equations (232) and (246).   However, a better understanding of the perform- 

ance difference between the two j'oops is obtained from comparing what happens to the 

input noise in each of the "discriminators".   In the delay lock loop, as T . becomes 

smaller, the noise at the output of each correlator becomes more correlated with 

the other channel's noise.   Thus, as r .—* 0 the noise in each channel becomes the 

same so that the subtracter is subtracting the noise from itself and the noise output 

becomes zero.   If the ncise approaches zero, it is obvious that the tracking error also 
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Figure 7-85.    r Jitter Tracking Loop Error as a Function 
of Jitter Displacement T , 

approaches zero. {However, due to bandlimiting and practical considerations, this 

doc not actually happen in hardware loops.) The T jitter loop, on the other hand, 

does not subtract noise from itself since it time shares (time multiplexes) a common 

channel between the advanced and delayed signals.    Furtheimore, as r    becomes 

smaller,  the slope of the bandlimited autocorrelation curve decreases and since the 

error signal gain is given by this slope, the performance of the loop decreases.   The 

error signal gain for the delay lock loop also decreases as T . gets smaller, however, 

this is offset by the decrease in effective loop noise. 

The degradation of tracking performance for a r jitter loop relative to a delay 

lock loop and a conventional phase locked loop is shown plotted in Figure 7-S6.   The 

plot is a function of T ., with B - 1.5r.   Since it is sometimes the practice to make 

r     small (around . 1 bit) so that the eorrelator output may also be used for data 

demodulation, it is obvious that much better tracking performance may be obtained 

from the delay lock loop.   This is especially important for navigation and position location 

systems where range measurement from PN code delay determination is the primary 

concern. 
•404- 



35 

30 

25 

Ä   20 

s  15 

~   ' 

DE GRADATION RFLA 
TO A PHASE LOCK 

TIVFN. 
LOOP   N. 

DEGRADATION RELA 
TO A DELAY LOCK t 

TIVE^^ 
OOP     ^^ 

0.1 

UNCLASSIFIED 
4*9-969 

0.2 0.3 

r. - (BITS! 
d 

0.4 0.5 0.6 
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7,6.1.8  Effects of Channel Unbalance on Delay Lock Loop Performance 

In view of the superior tracking performance of the delay lock loop, it is 

worthwhile considering the effects of channel gain and time delay differentials on 

tracking error.   Figure 7-87 shows a delay lock discriminator model having a differ- 

ential time delay of r in one channel and a differential amplitude gain of K in the 

other channel. 

This is merely the general case of the delay lock loop analysis given in 

paragraph 7.6.1. 2, where T = 0 and K = 1.   Thus, ft is easy to show that the rms 

tracking error for the loop having the discriminator shown in Figure 7-87 is given by 

Arr ms . 

"A 

i l +k )R(0)BL-
2kR(2r+A)BL 

kir(r,BL-R(-T+A)BL 
(247) 

-405- 



Sit) + nit) 

■& 

alt- rä) 

~® 

£> 

Q- 

e- 

1069-2728 
UNCLASSIFIED alt 

Figure 7-87.   Delay Lock Loop Discriminator With Gain 
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By comparing the performance specified by Equation (246) with that specified by 

Equation (247), the effects of A and k may be evaluated.   These effects are shown 

tabulated in Table 7-18.   It seems reasonable that through good engineering design 

the gain differencial should be no greater than 1 db and the time delay differential 

should be no greater than 10% of the time displacement of the reference code,  T ,. 

From Table 7-18 it can be seen that this results in a 15% increase in the rms tracking 

error or approximately 1 db performance degradation. 

Table 7-18.   Effect of Gain and Delay Differentials on 
Delay Lock Loop Tracking Error 

K(db) T (bits) r/rd (%) Percent Change of AT 
°              rms 

. 1 .01 10 12 

. 1 .05 50 65 

1.0 .01 10 15 

1.0 .05 50 71 

7.6.2   DETERMINATION OF THE EFFECTS OF MULTIPATH ON THE TRACKING 
PERFORMANCE OF THE DELAY LOCK LOOP 

The coherent delay lock loop utilized to track PN codes in a correlation receiver 

hus been described in Section 7.6.1 as the basis for measuring a signal's time of 

arrival for navigation purposes.   A simplified coherent delay lock loop for discussion 

of multipath effects is illustrated in Figure 7-88.   For the purpose of analysis, we 
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Figure 7-88.   Low Pass Coherent Delay Lock Loop 

will assume that the code tracking device is coherent and is operating at baseband 

and that a + half chip delay is utilized in the shift register to realize the error tracking 

voltage curve, or discriminator characteristics. 

We wEl assume that the phase lock loop associated with the tracking device 

has an averaging time of T and that the PN sequence has a chip duration of A.   It 

follows from Equation (232) of Section 7.6.1 for an unrestricted predetection band- 

width that the mean squared time tracking error for coherent binary delay lock is 

given by Equation (248) 

A/^STT^T (248) 

where 

T       averaging time of loop 

A   =   chip duration 

S   :    average signal power density 

N    :    noise power density 
o 

7.6.2.1   Diffuse Correlated Multipath 

We desire to know the performance of a delay lock PN tracking system in the 

presence of diffuse correlated multipath.   This can exist when the reflected energy from 

the earth's surface in a satellite-to-aircraft link is within the correlation aperture of 

the correlation receiver and is resulting from diffuse scattering.   The rms error of the 

tracking loop takes the following form in the presence of correlated diffuse multipath. 
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ACT     . noise 

(1 - P )Sind       9 <249> 
,  .. ,....   ; —TE— + P  s

ind 

(Diffuse Multipath) 

where 

TW processing gain  =   averaging time x bandwidth 

p   - correlation between the direct and indirect paths 

S desired or direct signal power 

S.   , power in the indirect path. 

The channel model leading to Equation (249) is described in Section 7.1.   We see that 

the input noise level is suppressed by the TW product (processing gain), there is a 

Gaussian term showing partial correlation suppressed by the TW product and a Gaussian 

term showing partial correlation which is unaffected by the TW product.   The sum of 

these three terms represent the noise which is present in a correlation delay lock loop 

implementation. 

When the TW product is large it is evident from Equation (249) that there exists 

a lower bound on the tracking error given by 

Rearranging lerms and taking the rnlio of the rms time jitter without multipath 

to the   rms time jitter of the loop in the presence of diffuse multipath, we obtain an 

equation which indicates the relative performance of the delay lock discriminator in 

the presence of diffuse multipath. 

/N'=  /TW 
' T(n<> multipath)  ■  (250) 

'-rT I 2 T ,/N. .    ;    (1 -P  ) S If' ' 111(1        ' 
p s, 

i TW TW '       ind 
(Diffuse Multipath) 

In conclusion, we see that the multipath can dramatically affect the rms per- 

formance of a delay lock loop relative to its performance without multipath.   In fact, 
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there is an asymptotic tracking error that is determined by the degree of correlation 

between the direct and indirect paths and the ratio of the powers contained in the paths. 

7.6.2.2  Specular Multipath 

The effects of specular fading on the tracking error in a conventional coherent 

binary delay lock loop is now of interest.   To determine the tracking loop error result- 

ing from specular fading, we assume that a portion of the received signal is correlated 

v.ith the direct path and that this term will show up as a randomly phased CW component 

at the output of the delay lock loop and will remain within the loop bandwidth of the VCO. 

* 
In lieu of a sophisticated analysis we utilize the experimental results   obtained 

by Britt and Palmer and find that the phase error in a conventional second order phase 

lock loop resulting from CW interference is given by the following equation. 

2 N/S        J_ 
a 0 error~ 1 + I/S 4 2S (251) 

where S is the desired t'ignal power, I is the CW interference power, and N in the 

noise power in the loop. 

We can expect that the mesn squared timing error for the coherent delay loop 

can be written as 

a\      ^ terror <252> 

where 

\   =   duration of a PN chip. 

In terms of Equation (4) and the parameters governing multipath 

T   -       2S T       P    Sind 

S. . - po"^r in the indirect path 

S - 8,. 
direct 

C. L. Britt and D, F.  Palmer, "Effects of CW Interference on Narrow-Band Second- 
Order Phase-Lock Loops, "   IEEE Trans,   on AES, Jan.   1%7.  pp.   128-135. 
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N 
IN. 
Lin 

+ (1 - p')S. ind 
TW 

p   =  correlation between the direct and indirect signal paths 

TW =   the processing gain of the tracking loop 

T 

[N. 
DU 

+ (i - P ) s. ind 
1 2 

TW  +
p      ind 

S4 p   S. 
2S 

(253) 

ind 

(Specular Multipath) 

which for large TW products reduces to Equation (254), the rms bound on the tracking 

time error 

Ap 

V^YnT 
(254) 

The resuli is not surprising in that a similar equation was derived for the 

rms time jitter bound for a coherent delay lock loop in tue presence of correlated 

diffuse multipath. 

7.6.3   THEORETICAL ACCUmCi OF TONE RANGING, COMPARFr WITH PN 

7.6.3.1  Introduction 

A method of measuring range is to determine the time of arrival of a PN 

sequence modulated on a high frequency carrier.   The rms range measurement error 

for this technique has ueen derived in Section   7.6.1.    An  alternate  technique 

for measuring range is the so-called sidetone ranging rystem.   This section presents 

an analysis that derives the rms range measurement error for a sidetone ranging 

system. 

The sidetone ranging signal consists of a number of C\V tones modulated on 

a high frequency carrier.    Range is determined accurately by measuring the phase 

of the received highest frequency tone relative to some reference,  which is the 

transmitted tone or a stable oscillator.    The lower frequency tones are used to 

resolve the ambigu'ty in the range measurement obtained from the highest frequency 

tone.    This is necessary since the range to be measured will typically be many times 

longer than the period of the highest tone. 
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The tone ranging system analyzed in this section possesses a discrete line 

spectra so that the receiver tracks each tone independently of the others.   A block 

diagram of the system is shown in Figure 7-89.   The tone filters shown in Figure 7-89 

are typically phase locked loops whose VCO rest frequencies are the same as the 

frequency of the respective tones.   The loop bandwidths should be as small as possible 

but should be consistent with acquisition time and Doppler rate requirements.   Since 

this analysis, like the analysis of the PN system, is a theoretical performance analysis, 

it does not treat the effects of implementation limitations on performance. 

It will be asf umed that the probability of making a measurement error is the 

same for each tone.   In addition, the following assumptions will hold: 

1. Narrow band FM (NBFM) or amplitude modulation (AM) is used. 

2. Equal power is allotted to each tone channel. 

3. The received signal-to-noise ratio is the same in each tone 

channel. 

4. The interfarence is white, Gaussian noise. 

The following parameters are of interest: 

Lowest frequency tone. 

Highest frequency tone. 

Optimum number of tones. 

Op timum ban dw id th. 

Minimum rms ranging error. 

7.6.3.2  Analysis 

If the initial range ambiguity is R     the first tone must have a wavelength 

A,    >   R 
1    ~     o 

(255) 
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If we use the equality, the frequency of the first tone is given by 

fi 
K 

(256) 

The next tone, f , must have a wavelength, X  , equal to or greater than the 
Li Z 

uncertainty in the measurement of range R   obtained by making a phase measure- 

ment of the received tone f.,.   The measurement of R   from f, will be a Gaussian 
l o 1 

distributed random variable, R1, with mean R   and variance given by 

C 
or     =     

1 277 f. 
v/s/N 

(257) 

where 

S/N  =  signal-to-noise ratio in loop bandwidth of L tone channel. 

The distribution for random variable R   and the measurement uncertainty 

region is shown in Figure 7-90. 

It is reasonable to desire R1 to be in the uncertainty region defined by 

R   -_AR<R<R   + _4ü 

569-1173 
UNCIASSIHED 

Figure 7-90.   Probability Density Function for Range Measurement 

-413- 



with high probability, say .998.   Thus, we have, 

where 

v -¥■ 
.998  =   f "' P(R1)dR1 

h - -M 
o 2 

(Rj - R0) 

(258) 

P<R1>   =  7^7Z e 2«r 2 (259) 

AR so that by solving for —— ,   the uncertainty region AR is found to be 6 <r  wide, 
Li X 

(   RQ " —n—   =  3o-)  Thus, tone f    is defined by 

X2    >   6^ (260) 

or by using the equality 

Xo = r 
6C 

2 27Tf /s/N 
(261) 

C and since X    '--- -:— , we obtain 
2 

2rrf, v/s/N 

The general case is easily seen to be 

(262) 

27rf v/S/N 
M-l 

M (263) 

or in terms of frequency t' , 

r— VM-1 
f     =/2Ws/N_\ f 

«1        6 i 1 (26-1) 
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where for the time being it will be assumed that the S/N for each tone channel is the 

same.   The frequency of the highest tone, f   , and consequently the number of tones 

required, is determined by the desired range measurement accuracy and the avail- 

able S/N.   Assume that the allowable rms range error is ou, and that the available 
n 

signal-to-noise ratio for that channel is S/N.   Thus, ovr is given by 

cr. 
H 

27r£H       /s/N~ 
(265) 

so that the highest tone frequency is given by 

C 
H 2/ro-, 

H S/N 
(266) 

and the bandwidth required for a given accuracy requirement is just 2f„ (assuming 

double sideband modulation). 

The system rms ranging error, given by Kquation (265),may be written in 

terms of frequency L by utilizing Equation (264). Thus, 

o 
H 2,(^[     ^ (S/N) 

1/2 

(267) 

AT7   VN/M. 

c 

—      i 

where 

and 

N    M       N 

S' ^rr       received signal-to-noise ratio if only one tone was transmitted 

M        number of transmitted tones 
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The optimum number of tones for a given signal-to-noise ratio may be found 

by differentiating Equation (267) with respect to M, setting the result equal to zero, 

and solving for M.   In doing this we obtain 

![/27T\    S'l 1O
SJTJ NJ (268) 

Since the system bandwidth is twice the highest frequency tone, the optimum 

bandwidth is found from Equations (264) and (268) to be given by 

BW. opt 2f, 
27T    S' 
T   NexP 

-**ffif e*p (log [(ff f]-:)-, 
(269) 

Examination of Equation (268) reveals that for large S'/N 

.. /2TT\
2
 S< 

Mopt *\T)   N 

which means that the optimum number of tones is directly proportional to the signal- 

to-noise ratio.   This result is intuitively satisfying since the transmitted power is 

equally divided among all tones and a minimum S/N is required in each tone cnannel. 

Thus, if the S'/N is low v/e would want the number of tones to be low so as not to 

dilute the S/N in each channel below the minimum required S/N.   If M    , (Equation 

(268)) is substituted into Equation (267), the minimum error cr  .   for the given S'A1 

is obtained.   However, due to bandlimiting restrictions it may not be possible to use 

M    , and BW    , and consequently the error will be greater than <r  . .   A plot of 
opt opt J e min        * 

BW      and M      as shown in Figure 7-91, reveals that for a typical 621B range uncer- 

tainty, (R   = 3 x 10   bits), BW    . exceeds the bandwidth allowed tor a 10 MHz clock J    v  o ' opt 
PN system (BW - 15 MHz; i.e., BW/fc = ! 5) for M       > 21.   This point corresponds 

to a signal-to-noise ratio of 17.1 db.    Consequently, a tone ranging system subject 

to this bandwidth constraint should he designed with the number of tones M - 21 for a 

design S'/N of 17. 1 db or greater and M = M       for S'/N less than 17.1 db.   If no 

bandwidth restrictions are imposed (usually not the case) it is advantageous to use 

BW      and M    . as Given in Figure 7-91 for the entire S'/N range.   Under these 
opt opt      b " " 

conditions the ranging error is given by 
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min"    TTBW 
opt ni  . N opt 

(270) 

and is shown plotted in Figure 7-92. 

The success of the measurement using fM, where M    h (i.e. , the highest 

tone) is dependent on each of the lower tones having an error within the allowed 

uncertainty arc;a.   Therefore, since it is assumed that each tone measurement is 

equally likely to be in error, the rms error a 

to- 
rn in 

is obtained with probability given 

(.998) 
M-l 

(271) 
nun 
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Figure 7-92.   Minimum rms Range Error for a Tone Ranging System 

7.6.3.3   Comparison with PN System 

It is of interest to compare the performance of a tone ranging system with a 

PN system.   The rms ranging error for a PN system has been previously derived and 

is shown plotted in Figure 7-93 as a function of S'/N for BWpN/fc = 1.5 where 

BWp„ = PN system bandwidth and fc = PN clock frequency.   Also shown in Figure 7-93 

is the rms error for a tone ranging system having the same bandwidth constraint 

(BW = 15 MHz).   The number of tones used is equal to M_     below 17.1 db.   Above 

17.1 db BVV      is greater than 15 MHz so that M is held constant at 21.   It is apparent 

that the tone system has a fairly sharp threshold at 17.1 db since below this point tne 

error increases rapidly.   Above 17.1 db the tone system performance is a constant 

5 db poorer than the PN system Performance. 

7.6.4   SIMULATION OF COHERENT FH/PN PRECISE RANGING TRACKING LOOP 

A computer simulation of the ranging loop in the coherent FH/PN receiver 

described in Volume I has been developed to permit evaluation of the performance 

of this technique in an environment subject to noise and aircraft dynamics. 
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The simulation model is composed of two parts.   The first part is concerned 

with modeling the flight dynamics so that the appropriate signal parameters, as seen 

at the receiver terminal, reflect the hypothetical operational conditions.   The second 

part is devoted to the signal processing aspects of the simulation. 

7.6.4.1   Summary Description of the Coherent FH/PN System 

A brief review of the system concept is provided now to facilitate subsequent 

discussion of the computer simulation model.    The transmitter terminal in a coherent 

FH/PN system is essentially the same as that required in the traditional FH/PN 

hybrid,  the only notable difference being the phase cohert ncy requirement imposed 

on the frequency hopping synthesizer in the coherent scheme.    Conecj  uallv, we 

can think of the coherent frequency hopping synthesizer as a generator of phase 

coherent, harmonically related, frequency tones.    At the transmitter one of these 

frequency t'*nes is selected at random every T sec where T is some arbitrary mul- 

tiple of the period of the lowest frequency tone.    The selected tone .s then used for 
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frequency translation of the pseudonoise carrier which is modulated with dat?.   An 

additional fixed frequency up conversion stage conditions the signal for transmission 

in the appropriate RF band. 

At the receiver terminal ehe signal is initially acquired in the conventional 

manner by synchronizing the receiver's PN code.   During this initial phase of signal 

acquisition the properties of the coherent frequency hopping are ignored unt;l PN 

synchronization has been fully achieved.   Once this event has occurred the receiver's 

time uncertainty has been reduced to a fraction of a PN bit.   At this point the 

receiver begins to coherently track the frequency hopping signal in order to reduce 

the remaining time uncertainty towards zero. 

In this report all subsequent discussion will be primarily focused on those 

elements of the receiver related to the coherent tracking of the frequency hopping 

signal.    Specifically, we will assume that PN acquisition has been achieved at the 

receiver and that the data modulation has been removed by the coherent reference 

PSK detector without loss of C/N  . 
o 

7.6.4. 2   Flight Dynamics Simulation 

In order to realistically model the received signal parameters it was neces- 

sary to assume a specific flight profile.   For the purpose of this simulation the 

transmitter was considered stationary while the receiver, onboard a high perform- 

ance aircraft, was in motion.   The hypothetical tra>\ tory of the aircraft consisted 

of straight line supersonic flight lor a time period lusting' 1.8 sees during which sig- 

nal acquisition must be accomplished.   The initial range was 500,000 ft with a velocity 

of .'>(>() fps directed radially outward.   After •!. >S seconds the aircraft begins to grad- 
2 

ually cute • a turn.    The radial accelt ration is linearly increased from 0 to 100 fps" 

over a time period of 7, seconds to approximate the limited roll rate of an aircraft. 

Finally, once the radi.".' acceleration has reached lit!) fps" the trajectory becomes 

eir« 'ilar.    Through these dynamics  the range and range rate are computed on 1 

millisecond intervals,    A schematic illustrating this particular flight profile is 

shown in Figure 7-Ü4.    It can be readily shown that the range to the receiver is 

given bv 
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R(t)   =  dQ + |V|  J  Cos (0 - 4) dt (272) 

where 

d   denotes the initial range and 
o 

•«- /$"• «»»f (273) 

m +  iv|   /   Sinjp 
t(t) 

dt (274) 

Note that t   is the instant of time at which the aircraft begins its roll maneuver. 

For five seconds after that the acceleration a(t) increases linearly to a preset 

maximum and then remains constant at this maximum. 

7.6.4.3    Signal Proc .ssor Simulation Model 

A simplified block diagram of the coherent frequency hopping signal processor 

is shown in Figure 7-95.   The mathematical description of the signal at the transmitter 

is of the form 

-42J- 



-RECLIVER 

DYNAMICS 
TRANSMIr 

AND 
FLIGHT PATH 

COS lift). +«,) l T - ~ >■♦♦   I 
C        I CO 

cos I«, (t - r i -w     » $ 
I C CL 

GAUSSIAN 

NO 1ST 
I 

1 
SGNI«.-«.   ,1 

i      i-l 

^i>[IW ; LOOP 
ILTER "*T— 

PHASE LOCK LOOP 

<h VCO 

DIFFERENTIAL 

INTEGRATOR 

Atot 

COS !*».(   -0).   S.   -01 f | 

669-1551 

UNCLASSIFIED 

Figure "-95.   Coherent FH Signal Processor 

COS  (co   t+Cd.t 4 <£.) 
C 1 0 

(275) 

where' 

co       the carrier frequency c 
co.      the hopping offset frequency 

(/>      some arbitrary phase angle 

II the distance to the receiver is d and the speed ol light is c the received signal 

is of the form 

Cos f(co    Fu.) (t-d/c) +•</> 1 
'■      C 1 ()) 

Upon down converting with a local oscillator 

(276) 

CosfuM .,/,,] (277) 



we obtain 

Cosfw. (t-d-'c) - w   d/c + tf)] (278) 

where 

The possibility that the receiver local oscillator is tiot at the correct frequency does 

not have any effect on range tracking.   It can affect the Doppler estimate with a bias, 

but this can be accounted for separately. 

The signal is next converted by the receiver's estimate of the offset com- 

ponent; however, this estimate of time of arrival may be in error by i very small 

amount.    (We have assumed that the conventional pseudonoise tracking loops have 

accomplished this.)   This second injection is thus 

Cos[u.(t-d/c-e)] (279) 

and the result of this second conversion is 

Cos[co.t -co d/c + 0] (280) 

This signal is applied to a conventional second order phase lock loop.   Assuming 

an L band frequency allocation[-- = loOO MHz ) the loop parameters used were: 
0 

loop natural frequency -—  = 500 Hz and loop damping coefficient £ = 0.75.    The 

noise is inserted into the loop and in this simulation corresponds to a C/N   of 44 db. 

The loop filter output is then integrated for T milliseconds before and T milliseconds 

afi.er each frequency hop and the difference is set into a zero order hold which pre- 

serves this value until the next one replaces it.   This operation performed on the 

loop filter output by the differential integrator is conceptually equivalent to sampling 

the phase of the loop VCO just prior to a frequency hop and V milliseconds after hop 

and taking the sample value difference.   Figure 7-96 illustrates the concept where 

we have assumed that the phase lock loop tracks perfectly the phase at its input.    In 

addition, <h is assumed constant at least over a hop period, the distance d is a linear 

function of time and the timing error ».   is constant.    From this simple schematic we 
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see that the differential integrator generates an output every T seconds which is 

proportional to the difference in adjacent frequency tones Aw times the timing error. 

This signal is next applied, after multiplication by the sign of the u. jump, to the 

outer loop filter which is a proportional plus integral control type.   The output is 

then applied to an integrator (VCO) whose phase is (t-d/c- e ).   Finally, multiplication 

by w. (the coherent synthesizer) yields the quantity necessary for closing the loop. 

The u). are chosen randomly each 32 milliseconds from among 64 possible values spaced 

over approximately 10 MHz for this particular waveform postulate. 

The actual mathematical model of the receiver precision range tracking loop 

which the simulation is basest on is shown in Figure 7-97.   A significant increase in 

both the ease and accuracy u\ the computation is obtained by the simple expediency 

of replacing phase angles by their time derivatives and performing a single integra- 

tion at the appropriate point.    For example, observe from Figure 7-95 that the 

input to the phase locked loop can be expressed by 
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(281) 

provided an integration is performed inside the loop as shown in Figure 7-97.    Of 

course this same integration simultaneously satisfies the VCO phase transfer function 

so that the familiar 1/s block does not appear in the feedback path of the phase locked 

loop. 

7.6.4.4   Computation Model 

The model consists of four routines.   The first of these is a generalized input 

routine in which the analyst is queried as to the initialization parameters,  (loop con- 

stants, velocity, and range uncertainty and carrier-to-noise ratio).    Upon input of 

these values an initialization routine is called which defines all other operational 

initial conditions.   The third routine (distance) has two functions.   The first of these 

is to compute the interceptor'::, range to the transmitter while accelerating through 

-425- 



high g maneuvers.   The second function is to compute the . andom frequency hopping 

pattern.   This routine is called every 32 milliseconds, which is consistent with the 

hopping rate. 

Thy fourth routine (loop) performs the bulk of the simulation.   The sampling 

rate was chosen as 1 sample/millisecond.   Thus, every millisecond a normal deviate 

of noise and a new e (range error) is computed.   Being that the aircraft has a velocity 

of 3000 feet/second the maximum range differential between aircraft and observer in 

one millisecond is three feet.   Flow diagrams of the distance routine and the loop 

routine are shown in Figures 7-98 and 7-99, respectively. 

7.6.4.5   Simulation Results 

A typical simulation printout is shown in Figure 7-100.   Note that the clock 

rate is in milliseconds and that the various parameters have been scaled by a factor 

of 10    .    For the first 320 milliseconds the results are printed every 32 milliseconds. 

Thereafter they are presented every 320 milliseconds.   The second and third columns 

give the mean and standard deviation of the range error i;; feet.   The fourth and fifth 

columns give the mean and standard deviation of phase error in the carrier tracking 

loop expressed in cycles at the carrier frequency. 

For the particular run shown in Figure 7-100 with the parameters as listed we 

observe that the precision range tracking loop has fully acquired in approximately 

2. 5 seconds after which the range estimate exhibits a standard deviation of about 

2-1/2 feet.   After about 1-1/2 seconds the carrier tracking loop becomes extremely 

stable and exhibits a standard deviation of about . 01 cycles due to noise.   Thus, 

by cycle counting for 1/2 second the frequency of the incoming signal may be deter- 

mined to -. 14 cycles out of 1500 MHz which corresponds to the Doppler shift due to 

a velocity of approximately . 01 fps. 

In Figure 7-101 is shown the upper limits on the initial values of range and 

range rate errors for which the range tracking loop will acquire. The acquisition 

profile for the worst case initial conditions is illustrated in Figure 7-102. 

Figure 7-103 represents the average error characteristic of the precision 

range tracking loop.   The curve was generated by computing the statistical quantity 
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Figure 7-100.    Simulation Output 

|Awl<  as a function of thi Liming error < .   The characteristic is an odd function of 

.   and for cnr,\ enience only values for positive t were plotted. 

This curve provides an intuitive basis for a superficial understanding of the 

loop dynamics.    For example, the parameters chosen for the simulation model, the 
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Figure 7-103.   Error Characteristic of Precision Ranging Loop 

basic tracking aperture is of the orde^ of + GO nanoseconds.   In addition, if the timing 

error is in excess of 150 nanoseconds the low value of gain will make acquisition 

unlikely without an external assist.   It is for this reason that we insist on PN acquisi- 

tion as an a priori condition for the large tracking loop to acquire. 

Of course, the error characteristic is periodic with period equal to that of the 

lowest frequency tone in use.   The ripple appealing on Hi° fnrve for t   > 100 nano- 

seconds is a consequence of the multiple frequency tones. 

7.6.6  RANGE RATE MEASUREMENT 

The two basic techniques bv which range rate may be measured are differentia- 

tion of rangt- and counting doppler frequency cvc'-.-s of the received carrier.     The differ- 

entiation technique, whereby range rate is given by 

AH      R(t2) - R(tj) 

Al 
(2*2) 
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is limited in accuracy by the range measurement accuracy, as discussed previously. 

Thus, if the range measurement accuracy is crR (rms arrcr), the range rate accuracy 

is 

"R = IF OT (283) 

For the case of rai?ge rate difference measurements, the rms error is \[2  times larger. 

This technique is suitable when relatively low range rate measurement accuracy is 

required.    For accuracies on the order of tenths of a foot per second rms, the doppler 

cycle count technique is more suitable.   This technique allows range rate to be measured 

independently of the range measurement, and the range measurement interval, At. 

The first fundamental accuracy limitation which must be considered for this 

technique is the carrier track loop frequency tracking error or phase jitter.   If a 621B 

nominal power budget is considered to apply, i.e., S/N   » 36 db, loop noise band- 

width w 100 Hz, the carrier track loop operates as a linear device and the rms fre- 

quency tracking error is given by 

° - -k -.       1 <284> 
where 

N^ one sided noise density 

one sided noise bandwi 

average signal power 

B     =   one sided noise bandwidth 

Since the actual measurement is a difference measurement between two independent 

sources, the rms difference error   is sfiT times the error for one loop.    For the 

typical (>21B carrier tracking loop parameters,  S/N   - 3(5 db, B. - 100 Hz, the rms 

frequency error is   008 Hz.   A .008 Hz error is insignificant compared to the typical 

. 1 Hz desired error.    Thus the major contribution to error will be round off error in 

the frequency counter.    The error in frequency contained in the representation in the 

counter for each of the two independent sources is uniformly distributed between ± 1 

count as shown in Figure 7-104. 

The probability distribution for the difference count is found from probability 

theory to be given by 
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P(Af) 

/oo 

00 

p(Af-f2)p(-f2)df2 (285) 

where 

Af 

f 
1 

L 

f2 " fl 
start count 

stop count 

The distribution p(Af) for the difference count is shown in Figure 7-104.   The rms 

difference error is found to be 

Af [/; * Af p(Af) dAf 
1/2 

[/2
V[f + i]—/>2["f + i]"' 

1/2 

. 8 count. (286) 

Since it is desirable that the counting error is not greater than 1CT? of the typical 

desired accuracy of . 1 Hz, each count should represent . 01 Hz.    Since all zero cross- 

ing can be employed, frequency multiplication by a factor of 50 will produce the desired 

accuracy within a one second measurement interval. 

1 COUNT 

10b»-:'7?") 
UNCLASSIFIED 

•1 COUNT -2 COUNTS CO1'MS 

Figure 7-104.   Probability Distribution for Start and Stop Count (A) 
and Probability Distribution for Difference Count, Af(B) 
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The preceding discussion assumes that in the case of FH/PN, the receiver local 

oscillator hops in synchronism with the received signal hop.   Non-coherent hopping may i 

be used if the hopping rate is slow enough that the doppler count may be initiated and 

completed while the system is dwelling on a single frequency slot and that enough time 

is allotted at the beginning of that frequency slot to allow transients in the carrier loop 

to die out.   The time required for the carrier loop to lock up and settle out at each hop 

is dependent on the received E/N   and the loop bandwidth.   On the other hand, if 

coherent hopping is utilized, the doppler measurement procedure is not subject to * 

these restrictions. 
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** 7. 7 (C)   NAVIGATION ERROR ANALYSIS 

(U) This section presents the results of efforts directed at evaluating the geometrical 

errors associated with hyperbolic navigation. The error analysis is broken down into 

separate parts for (1) the enroute case and (2) the terminal landing case. The object- 

ives of the two parts may be summarized as follows: 

1. Navigation Error Analysis for Enroute Case 

Using the results of the Hughes and TRW 621B (NAVSAT) study programs 

as a starting point, generate a series of aircraft position and velocity 

accuracy plots in the required coverage regions for various values of 

electronic instrumentation accuracy.   The 4-satellite range difference 

position location and range rate difference velocity determination approach 

as well as the coverage regions considered in the 621B studies will be 

assumed.   The term electronic instrumentation accuracy refers to the 

range difference and range rate difference measurement accuracies. 

2. Navigation Error Analysis for Terminal Landing 

Using the results of a document containing landing requirements as a 

starting point, generate a series of aircraft position and velocity accuracy 

plots in the required coverage regions for various values of electronic 

instrumentation accuracy.   The range difference position location and 

range rate difference velocity determination approach will be studied first. 

For tne lana'.ng case suitably placed ground terminals in the landing area 

play the role of the satellites in the er.route case.    If the measurement 

accuracies required to give the needed position and velocity accuracies 

are too stringent,  then a beam-rider type approach is appropriate. 

** 7. 7. 1  (C)" NAVIGATION CONSIDERATIONS EOR ENROUTE CASE 
(U)   This section presents the error analysis for the enroute navigation case, and begins 

with a description of the 021B parameters that are assumed. The majority of this des- 

cription was adapted from the Hughes etforts   since they appear to be more comprehen- 

sive and directly applicable to the CNI program.   The parameters presented include 

those associated with 

Hughes Aircraft Co.  (Space Systems Pivislo..;; System 621B,  Satellite System for 
Precise Navigation; Final Report SAMST-TR-69-1 (Parts 1 and II); January 19(59. 

-l:ir>- 

••Subsections 7.7.1.1 and 7.7.1.2, comprising Volume III, contain the only 
classified material in Section 7.7 and in this report as a whole. 



(1) Satellite geometry. 

(2) Satellite orbit determination and satellite-user range 
and range rate measurement methodology, 

(3) Modulation. 

(4) Frequency selection and power levels. 

(5) Types of users and thjir equipment characteristics. 

(6) User position and velocity determination from measured 
range and range rate differences, 

(U)  The second part of this section presents the aircraft position and velocity accuracy d 

curves for the parameters in the 621B system which are applicable to a CNI system. i 

i 
i 

Subsections 7.7-1.1 and 7.7.1.2 , Confidential, have been removed from j 

Volume II and printed separately as Volume III of this report. ■ 

(Pages U37 through hk8  deleted, removed to Volume III) 
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7. 7. 2   NAVIGATION CONSIDERATIONS FOR THE LANDING MODE 

This section presents the efforts conducted relative to hyperbolic navigation in 

the landing mode of CNI.   The material is divided into three parts: 

1. Requirements analysis for terminal approach and landing 

guidance. 

2. Derivation of position coordinates of an aircraft for two landing 

system configurations (the three ground station case where 

position is determined by using two range differences and air- 

craft altitude and the four ground station case where position 

is determined by using three range differences). 

3 Summary of required error analysis efforts for the three and 

four ground station cases. 

4, Conflict prediction considerations for aircraft in terminal areas, 

7. 7. 2.1  Accuracy Requirements for Terminal Area Approach and 
Landing Guidance~System 

The purpose of this section is to synthesize a set of technical requirements for 

the terminal area approach and landing guidance system.   The published documentation 

of RTCA Special Committee 117 will be used as a guide.   The documentation reviewed 

included; 

1. RTCA Paper 10-69-HC117-6,  Tentative Operational Requirements 

for a New Guidance System for Approach and Landing. 

January 27,  1969. 

2. RTCA Paper 23-69/SC117-47,  Tentative Technical Requirements, 

January 22,  1969. 

3. RTCA Paper 24-69/SC117-48,  Request for Landing Ala System 

Concept Descriptions,  January 31,   1969, 

Following this introductory section,  a discussion of operational guidance 

requirements is given.    Subsequently, a set of technical requirements deemed nece- 

ssary to achieve the operational requirements is presented.   The final section provides 

a preliminary postulated requirements mode! which will be used for the design of the 

terminal area approach and landing guidance system.    These requirements will be re- 

fined and extended as a better understanding of the terminal area problem is developed. 
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7. 7. 2.1.1  Operational Requirements 

Operational requirements are broken down into five categories: 

1. Characteristics of airport3 at which guidance service must be 

provided 

2. Characteristics of aircraft for which guidance service must 

be provided 

3. Characteristics of approach and landing paths for which guidance 

service must be provided 

4. Particular types of guidance service which must be provided at 

airports in 1, for aircraft in 2, and for approach and landing 

paths in 3 

5. General miscellaneous requirements. 

These are now discussed 

7.7.2.1.1,1 Airport Characteristics 

1. To meet the growth in the numbers and variety ot aircraft 

operations, the following airport changes are anticipated: 

a. Greater number of parallel and other non-crossing 

runways 

b. Greater number of special purpose runways and 

operational areas (for V/STOL aircraft, etc.) 

c. Intensified simultaneous use of runways and special 

purpose operational areas for takeoffs and landings 

d. Additional reliance on special purpose airports. 

In spite of these changes, a mix of different types of aircraft on 

many runways is anticipated in the future. 

2. The approach and landing guidance system shall not impose 

limitations on traffic handling capacity. 

3. The approach and landing system shall be adaptable to operations 

and growth patterns at small and intermediate airports, in high 

density terminal areas, and at military aviation locations. 

4. The system must be capable of serving a large range of runway 

and landing areas and system operation must not be adversely 
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influenced by airport plant facilities (buildings, runway surfaces, 

etc.).   The types of runways to be considered are: 

a. Single runways 

b. Crossed multiple runways 

c. Parallel runways 

d. Uncrossed multiple runways 

e. Special purpose landing areas (for V/STOL airciraft, 

etc.) 

d. Combinations of a through e 

5. The dimensions of runways or landing areas fall into two categories: 

a. Landing areas for helicopters and VTOL 

b. 50' by 1500' to 200' by 14, 000' runways for V/STOL's 

and conventional aircraft 

7.7.2.1.1.2  Aircraft Characteristics 

1. The approach and landing system shall not impose any constraints 

on participating aircraft. 

2. The system performance shall not be affected by propulsion 

system characteristics. 

3. The following classes of aircraft, are to be serviced by the system: 

a. CLASS I (inciudes reciprocating engine,  turbo-prop, 

and turbo-jet conventional aircraft) 

- final approach speeds: 60-100 KTAS (knots indicated 
air speed) 

- descent angle range: 2° to 9° 

b. CLASS n 

- final approach speed:   101-135 KIAS 

- descent angle:   2° to 9° 

c. CLASS III 

- final approach speed:   130-105 KIAS 

- descent angle range:   2° to 0° 

d. CLASS IV 

- final approach speeds:   > Kit! '.ilAS 

- descent angle range:   2    to 2.5° 

-iül- 
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e. CLASS V (includes helicopter and V/STOL aircraft) 

- final approach angles:  0° to 30° 

All descent angle ranges have been optimized for the variety of user aircraft in each 

class. 

7. 7. 2.1.1. 3  Approach and Landing Path Characteristics: 

1. The approach path coverages to be specified are intended to 

accommodate all classes of aircraft and their operating conditions, 

and the guidance service is to be available everywhere in the 

coverage region. 

2. Horizontal Track Coverage - Service shall be provided out to 
* o 

20 nmi   from and with 360   coverage around the touchdown area. 

3. Horizontal Profiles - Service shall be provided for: 

a. Straight line tracks on the extended runway center line 

b. Other linear tracks (constant angle and multiple angle 

linear segment relative to runway center line) 

c. Curved tracks (circular - S-shaped, etc.) 

d. Combinations of a, b, and c (i.e., service for multiple 

aircraft using runway) 

4. Vertical Path Coverage - Service shall be provided in the region 

shown in Figure 7-112. 

5. Vertical Profiles - Service shall be provided for: 

a. Constant approach angle paths with and without flare 

near touchdown 

b. Multiple approach angle paths with and without flare 

c. combinations of a and b (i.e., service for multiple 

aircraft using same runway) 

0. Service shall also be provided for missed approach and climb out 

as well as roll-out path coverage. 

J" 
Less range (on the order of 10 nmi) may be acceptable for special operations such 
as V/STOL aircraft approach and landing. 
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Figure 7-112.   Vertical Path Coverage, 

7. 7. 2,1.1.4   Particular Types of Guidance Service 

The following classes of guidance service are required.   These classes are 

listed in the order of increasing stringency: 

1. Lateral approach guidance down to 150' altitude on a single straight 

path representing the extended centerline of the landing surface (i. e., 

proportional deviation from path guidance near path center along 

with coarse left/right information within at least + 20° of the 

approach path): distance information p^ior to touchdown optional 

2. Lateral approach guidance down to 150' altitude on a single straight 

path representing the extended centerline of the landing surface; 

vertical approach guidance down to    150' altitude (i.e., proportional 

deviation from path guidance near the math's center along with coarse 

up/down information within vertical path profile defined in Section 

7. 7. 2. 1. 1. 3); distance information prior to touchdown 

3. Lateral approach guidance down to 50' altitude (i.e.,  same lateral 

service as in 1 and 2 excepi extended down to 50'); vertical approach 

guidance down to 50' (i.e. ,  same vertical service as in 2 except 

extended down to 50'); distance information prior to touchdown 

4. Lateral position information,  in a sector of at least j+40  .  measured 

with respect to the touchdown area,  about the extended centerline of 

the landing area (i.e.,  proportional deviation from path guidance in 
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+ 40   sector) down through touchdown and roll-out (to permit fully 

automatic landing); vertical position information down through 

touchdown (i. e., proportional deviation-from-path guidance for 

vertical profiles defined in Section 7. 7. 2.1.1.3); distance informa- 

tion above as well as additional information with sufficient accuracy 

to assess roll-out distance remaining and information for start of 

turn-off after roll-out; missed approach guidance (lateral a-d 

vertical guidance as above but applying to departure and extending 

up to 5000' altitude) 

S 5, Lateral position information, in a + 90   sector, measured with 

respect to the touchdown area, about the extended centerline of the 

landing area (i. e., same lateral service as in 4 but extended to a 

+ 90   sector) down through touchdown and roll-out; vertical position 

information through touchdown; distance and missed guidance infor- 

mation described in 4; obstacle warning service defining minimum 

safe gradient in approach and missed approach areas.   (This is the 

maximum system capability required to provide all needed services.) 

7. 7. 2.1.1. 5  General Requirements 

1. The above operational requirements have not been tempered by 

technical feasibility or cost considerations. 

2. One system is envisioned to provide all the various classes of guidance 

service presented in Section 7, 7. 2.1. 1. 4. 

3. The system shall operate in arctic, tropical, and jungle terrains. 

The "typical" bad glicu slope configuration which is to be used in 

the system design is shown in Figure 7-113. 

4. Rapid simple installation with easily transportable ground units is 

necessary. 

5. System services must not be deteriorated by such influences as 

near-and-far field terrain effects, airport structures, ground 

vehicles, and aircraft in air or ground. 

6. System services must be available under any weather conditions in 

which aircraft operations are feasible from an aerodynamic 
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Figure 7-113.   Typical "Bad" Glide Slope. 

viewpoint.   However, the system should not be burdened with rain 

penetration requirements encountered only rarely or in limited 

geographical regions. 

All ground elements should be located on airport real estate. 

System performance must not be degraded by interfering signals. 

7. 7. 2.1.2   Technical Requirements 

RTCA SC-117 has synthesized a set of tentative technical requirement to 

achieve the operational requirements discussed in Section 7. 7.2. 1. 1.    Table 7-21 is 

a summary of those technical requirements.    For each of the particular types of guid- 

ance service discussed in Section 7. 7.2. 1. 1.4,  a set of tentative requirements is 

given which is deemed necessary to provide that guidance service. 

7.7.2.1.3   Preliminary Postulated Requirements Model for Design of Terminal 
Area Approach and Landing Guidance System 

To execute concept synthesis und detailed system design of the terminal area 

approach and landing guidance system efficiently, it is necessary to re,luce the ple- 

thora of operational and technical requirements of Sections 7. 7. 2. 1. 1 and 7. 7, 2. 1. 2 to 

a manageable level.   It is implicitly assumed that the system must meet the most 

stringent set of requirements since one system is required to handle the various class's 
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of guidance service,   A summary of the pertinent requirements for the most stringent 

class of service required is as follows: 

Maximum Allowable Azimuth Bias Error - + 10' 

Maximum Allowable Azimuth Random Error - (2cr)    9' 

Maximum Allowable Elevation Bias Error - ±1.2' 

Maximum Allowable Elevation Random Erro - (2cr)    1.4' 

Maximum Allowable Distance Bias Error - ± 20' 

Maximum Allowable Distance Random Error - (la)    10' 

System Capacity - 50 aircraft 

Coverage Region - 

Horizontal (out to 80 nmi from and with 360°  coverage 
around the touchdown area) 

Vertical - See Figure 7-112. 

7.7.2.2 Derviation of Aircraft Position Coordinates for the Three Range Difference 
and Two Range Difference Plus Altitude Landing System Configurations 

This section describes the detailed derivation of the position coordinates for an 

aircraft for each of the two landing system configurations under investigation: 

1. The three ground station case where position is determined 

by using two range differences and aircraft altitude. 

2. The four ground station case where position is determined by 

employing three range differences. 

The position coordinates are presented in terms of distance from touchdown, elevation 

angle above touchdown, and azimuth anale with respect to the extended centerline of th- 

ru;   ay.    The coordinate system is illustrated in Figure 7-114. 

The position coordinates are presented strictly as functions of aircraft altitude, 

the range differences,  and the locations of the   ndividual ground stations.   In this form, 

the desired error analysis can be performed.   The objective of i\\o error analysis is t i 

determine - for the given azimuth,  elevation,  and distance accuracies specified in the 

preceding section - the maximum allowable range difference errors.    The specified 

accuracies on azimuth, elevation,  and distance apply everywhere in the coverage regioi: 

defin.d in the aforementioned section.   The analysis involves variation of station 
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Figure 7-114.   Coordinate System for Landing. 

geometries to determine that station geometry yielding the maximum allowable range 

difference errors. 

7. 7.2.2.1  Derivation of Aircraft Position for the Two Range Difference 
and Altitude Landing System Configuration 

Figure 7-115 depicts the geometry under consideration for the position deter- 

mination of the aircraft, where 

r    =   aircraft-station #1 range 
1 

d„  = 

range difference between station #1 and aircraft 
and station #2 and aircraft 

range difference between station #1 and aircraft 
and station frS and aircraft. 

The station designated as station #1 is the out common to both range difference 

measurements. 
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Figure 7-115.   Position Geometry for Two-Range Difference 
and Altitude Measurement, 

Appendix VI contains the detailed derivation of the equations yielding aircraft 

position in terms of two range differences and aircraft altitude. 

7. 7, 2. 2.2  Derivation of Aircraft Position for .he Three Range Difference 
System Configuration 

Cc'3ider Figure 7-11(5 which is pertinent to the analysis of the three range 

difference system configuration, where 

1 

d„   = 

aircraft range to the master station i'c?Jed station ??1) 

range difference between station \< 1 and aircraft 
and station #2 and aircraft 

range difference between station :'l and aircraft 
and station #3 and aircraft 

range difference between station «1 and aircraft 
and station M4 and aircraft 

Appendix Vfl gives the derivation of aircraft position from three range difference 

measurements. 
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7.7.2.3   Error Analysis Efforts on the Three and Four Ground Station 
Landing System Configurations 

The analytical portion of a complete error analysis was conducted for the three 

and four ground station cases.   The objective of the overall (analytical and computer 

portions) error analysis is to determine, for the given azimuth,  elevation, and distance 

accuracies specified in Section 7. 7.2. 1,  the maximun: allowable range difference 

errors.   The specified accuracies on azimuth, elevation,  and distance apply every- 

where in the coverage region defined.   The computer portion of the analysis involves 

variation of station geometries to determine that station geometry yielding !he maxi- 

mum allowable range difference errors. 

The output of the analytical portion of the error analysis was extremely complex 

expressions for: 

• lrr random distance error 

• Distance bias errors 
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• LV random elevation error 

• Elevation bias error 

• 2cr random azimuth error 

• Azimuth bias error 

The results are functions of aircraft altitude, range differences, and location of 

individual ground stations.   To complete the computer portion of the error analysis, 

an extensive computer programming effort is required followed by a large number 

of computer runs to arrive at maximum allowable range differences for various ground 

station geometries.   This effort must be repeated for the three and four ground station 

cases.   This work is beyond the scope of the present program,  since the waveform 

design has emphasized a beam rider landing mode concept (active ranging with az-el 

beam coding). 

7.7.2.4   Conflict Prediction Considerations 

7. 7.2.4.1   Required Expressions for Conflict Prediction 

This sub-section presents the expressions required for prediction of conflicts 

among nearby aircraft.   What is needed, after altitude sorting is accomplished,  is a 

calculation of distance and relative velocity between pairs of aircraft in each sector 

controlled by ground stations which provide time of arrival information.   It is assumed 

that each aircraft provides altitude information.    The sub-section is organized in three 

parts: 

• Calculation of distance between two aircraft; 

• Calculation of relative velocity between two aircraft; and 

• Calculation of distance and relative velocity between two airc 

aircraft under the simplifying assumption that the hyper- 

boloids obtained from range differences are approximated 

by planes. 

1.    Calculation of Distance Between Two Aircraft 

The following diagram (Figure 7-117) depicts the geometry under consideration 

for the position determination of one aircraft: 
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Figure r/ -117.   Aircraft Position Determination. 

where 

r    =   aircraft-station #1 range 

d    =   range difference between station #1 and aircraft and 
station #2 and aircraft 

d9  -   range difference between station §1 and aircraft and 
station #3 and aircraft 

The station designed as station #1 is the one common to both range difference measure- 

ments. Calculation of the position of two aircraft permits the determination of distance 

between two aircraft.   The derivation is carried out in Appendix VIII. 

2.   Calculation of Relative Velocity Between Two Aircraft 

In Appendix VIII, the relat've velocity along a line connecting two aircraft is 

derived.   In the conflict prediction procedure it is assumed that, after altitude sorting, 

a distance criteria is employed to determine potential conflicts - that is, d . £ d' 

implies a potential conflict.    For those cases such that d . <_ d' a potential conflict is 

hypothesised and the next step involves examining relative velocity along a line connect- 

ing the aircraft. 
-4Ü2-- 



3.   Approximation to Conflict Prediction Expressions 

For each aircraft we have the following information: 

1. Identification (ID) - transmitted by aircraft 

2. Altitude (h) - transmitted by aircraft 

3. 10A   - Time of arrival at sector reporter 1 

4. ATOA    - Difference in time of arrival between one 
pair of reporters in the sector 

5. ATGA„ - Difference in time of arrival between a 
second pair of reporters in the sector. 

We have this information for two different times denoted by subscripts m and n below. 

Using ATOA-, ATOA and h one can derive the position of the aircraft (see Section 1.) 

and velocity (see above). This information can then be used to determine if a con- 

flict exists. If we assume that the geometry of reporter locations is chosen such that 

the hyperbolic lines of position (lop) described by the time difference measurements 

are linear, we may compute the position and velocity of an aircraft in units of lop and 

lop/second from the raw data    To do this we compute time baseline (At) ■- in seconds 

At»  ]T0A      - TOA1   | 
m n 

rate of change of altitude (Ah) - in feet 

velocity in x   direction - in lop/sec 

v 

Ah = h -h 
m    n 

(ATOA    -ATOA    ) 
m n 

x At 

velocity in x0 direction - in lop /sec 

v 

(AT0A2  -ATOA-  ) 
m n 

X2 At 

The current position of the aircraft is (ATOAj    , ATOA,,   ) at altitude h   .   Thus for 

each aircraft we have its position and velocity in three directions and hence may com- 

pute relative velocity and distance between aircraft.    This is adequate to perform the 

conflict prediction function. 
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7,7,2.4,2  Analysis Techniques for Assessment of Accuracy 

The purpose of this section is to present analysis techniques which will lead to 

a realistic assessment of accuracy of distance and relative velocity between two air- 

craft.   Meaningful accuracy information is required to determine conflict prediction 

performance.   The end product is an expresssion for appropriately defined distance 

and velocity accuracy which is dependent on: 

1, The relative geometry of the two aircraft and the 

reporter stations 

2, Survey position errors in reporter stations relative 

to a surveyed point which serves as a reference for NAMS 

3, .Random and bjjis. measurement errors in 

a, TOA differences and difference rates 

b. Altitudes and altitude rates of the two aircraft 

The accuracy algorithm is developed in a way amenable to numerical analysis 

by means of a digital computer.   Insertion of data regarding the estimated errors in 

2, and ;?. above will permit the ccmpi   »Uon of distance and relative velocity accuracy 

for any l'elative geometry of reporter stations and aircraft.   From these computations 

accuracy contours can be constructed for various geometries and TOA difference 

accuracies, thereby providing ihe rationale for the selection of geometries and TOA 

difference accuracies which provide desired distance and relative velocity accuracies 

to meet the conflict prediction performance specifications. 

The material in this section is divided into (hree parts: 

1. Development of a meaningful characterization of distance 

and velocity accuracy 

2. Derivation of distance and velocity error equations 

:i. Derivation of distance and velocity accuracy as a function 

of system geometry an I the statistics of the contributing 

error sources 
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1.   Characterization of Distance and Velocity Accuracy 

The conventional definition of accuracy of distance and velocity is one in which 

accuracy is specified in terms of the probability of the measured distance and velocity 

not deviating from the true unknown distance and velocity by more than a certain 

amount which is called the accuracy.    For the application being studied here, a reason- 

able definition which will be adopted is as follows: 

distance (relative velocity) accuracy of d(d) meters (meters/sec) 

is the minimum value of d(d) such that the probability of the 

measurement-determined distance (relative velocity) being within 

d'd) of the true unknown distance (relative velocity) is 0, 95 or 

greater 

The basic problem with this definition and all such probabilistic definitions is that 

systematic (bias) errors are either neglected or are assumed known and hence remov- 

able.   In practice, however, bias errors can not be "wished" away; and.  in manv cases, 

they are actually the significant contributors to overall distance and velocity error. 

Now, an expression is developed for distance (velocity) accuracy.    Let the error 

in distance (velocity) be denoted by Ad , (Ad ,).   Thus d(d) meter (meter/sec) accuracy 

is given by 

d(d) meter  (meter/sec)   accuracy = mir. d(d)  such that 

P[|Ad b|<d] > 0.95  -  distance 

P[|Adab|<d] > 0.95  - velocity 

where Ad ,  and Ad     consist of contributions from both rundorn and bias error sources, ab ab 
It is assumed (and will be shown in the last part oi this section) that the bias errors, 

characterized by assignable origin but unknown magnitude, will be modeled as random 

error sources so that M\ ■  and Ad ,   are comprised onlv of random error contributions ab ab 
and hence are random variables (r.v, 's).   The problem therefore is to find 

min d(d) 3 

?[|£d . |<d] > 0.95 - distance 

PfJAd , |<d] > 0.95 - velocity 
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where Ad ,   (Ad , ) is a univariate.   Previous studies have always assumed that the 

univariate has the normal (Gaussian) distribution.   However this is a risky .issumption 

even in the absence of bias errors since some error sources are clearly not Gaussian 

distributed.   It will be assumed here that the univariate has an unknown functional 

form, the only constraint being that a finite second moment exists.   Under this assump- 

tion the following result is obtained: 

E(Ad2 ) 

p[Nj«y* i --37- " distance 

P[|Ad    |<dm]e: 1 --3-7-   -velocity 
IB 

where E is the expected value operator.   Thus, 

P[|Adab!<dffi]>  0.95=^dm = /20  [ECAdJ)]15    - distance 

P[|Adab|<dJ>  0.95^dffl = /2Ö [ECAd^)]15    - velocity 

It is easy to show that d   (d   ) is indeed the minimum value of d(d) in inequality 

This "distribution-free" technique thus yields (he result that the least upper 

bound on distance and velocity accuracy over all possible probability distributions of 

the univariate is given by d    (d   ).     In terms of means and variances we obtain h nv m' 

Rb * °4j d    - /2ÜT Jy.2      + 0.2    Vs - distance 

K> * °><4 d    * /2$ (\i,$      * 0^    Y -velocity (288) 

9 
where y. denotes mean and cr~ is variance.    The least upper bound will be defined as 

distance (velocity) accuracy when the distribution is unknown and will be called the 

"distribution-free" accuracy. 
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The significance of the "distribution-free" accuracy is that it gives a much 

more realistic evaluation of accuracy since,  in general, the distribution of error is 

unknown.   The implications of a possible overestimate on of accuracy using the normal 

assumption are clear. 

The method for treating the bias errors is new presented.   Assume an error 

can be constructed which linear! 

various error sources.    For example, 

model can be constructed which linearly relates the errors Ad , and Ad , to the 

&dab =  •••  + V+ V + V 

A<*ab =   '••  +buU + V +V + 

Geometrical effects are manifested by the a's and b's.   Using these expressions,  it 

can be demonstrated that the "distribution-free" accuracy is a function of the means 

and variances of the error sources and the correlation coefficients between them. 

The first step in the procedure for including bias errors is to consider each of 

the system error sources as the sum of a finite number of random and functionally 

independent systematic components.    Let v and w be two of these error sources.    Mathe- 

matically,  v and w can be expressed as 

k k2 

■    £   V   +    If   Vs. 
1=1        l       7=1       j 

1=1      1      J=l     j 

where v  . and \vr. are the 1th random components of v and w and v,, and \vc. are the 

jth bias components of v and w.   The next step is to determine bounds for r-ach vs. and 

w„. based on an assessment of the extremes of their exoected variations.    Then proba- 
.1 

bility distributions over the bounded intervals are assigned in such a way as to repre- 

sent the anticipated behavior of the bias components within the bounds.    The functionally 
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independent systematic error components are thus modeled by statistically independent 

r, v. 's.   The mean and variance of v and w and the correlation coefficient between v 

and w can then be computed and are given by 

where 

Uv   S     Z-f     ^V      '       yW   =      W     MK (289a) 

k,      k. 

o2 = z2   a 2    +    Zj   a 2    * ZJ   Zjp o      a (289b) v     -£—*     v +—*/     v 4--'   *—-/pv   v     v      v i=]        r.        1=1        s. i=l    7=1      r.  r.    r.    r. 
3 ifj i    J      i      J 

,2 S S   «w2     + S °w2     + S   ^f Pw    w. °Wr °Wr w     W    V      ^T   Ws        Sf   3-1      r.  r.    r.    r. 
1 J ifj 

E(VW)-MVPW 

pvw " ayaw 

k      k Ki  z\ 
E(vw)  =    LLpv    w    °v    aw      + 

i=l ;=1      r.  r.    r.    r. 
i    J      i      J 

k2    k4 

4-y +-y s.s.   s.   s. 
i*i I*i    i   j    i    j 

(289c) 

(289d) 
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The notaüonal definitions should be obvious.   If, after establishing the bounds r.nd 

assigning the probability distributions, non-zero means of the systematic components 

result, they can be subtracted out as a correction. 

2.   Derivation of Distance and Velocity Error Equations 

The error equations are now derived for Ad . and Ad , as a function of system 

geometry, survey position errors in (x-.y-.z.) (denoted by Ax., Ay., Az. say), errors 

in TOA (range) differences (denoted by Ad., Ad9 say), errors in TOA (ranjje) rate 

differences (denoted by Ad.,, Ad9 say), errors in aircraft altitudes (denoted by £h 

and Ah,  say), and errors in altitude rates (denoted by Ah   and Ah.  say). 

Applying tne Taylor series expansion for several independent variables to (16) 

and (17) in in Appendix VIII yields 

^V9dab 9dab   ,      t   
3dab \ 

+ 

♦ 

3d,                   3d .                 od .                   3d . ab    , . ab , .      .      ab      .  ab      . 

ädab     v    .    Sdab    ,h (290a) 
■H7  <ha      -5SJ-  4hb 

äd t äj . 3<i 3j , 

3d u 3dah      • 3dab 
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D.<U 3d . 3d 

Hg   4>2   ♦   T^   Aha   *   T^   ^ 

♦   T^; Ahb    *   TIJ Ahb <290b) 

where the panials are tedious functions of x., y., z., h    h., h    h., d ., d      d _, 

da?' \v dbl' «W and db2' 

3.   Derivation of Distance and Velocity Accuracy 

In this section distance and velocity accuracy is given as a function of system 

geometry and the statistics of the contributing error sources. 

After applying any mean corrections that arise, accuracy is 

Let 

d » M 
D °Adab 

- distance 

d » /2Ö 
Aaab 

- velocity 

T)j 5 AXj 
"11 ~ Ada2 

n2 = AX2 
n12 5 Adbl 

n3 = &x3 
n13 " Adb2 

n4 = oyj 
"14 " Aha 

ns = Ay2 „^ i Al^ 

n6 = Ay3 
n16 s Adal 

n7 H Äij 
• 

"17 5 Ada2 
n8 s AZ2 n,. =  A4 , 
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nQ 2 At, 

"lO - Adal 

AdbJ n19 

"20 ' A% 
n21 - AÄb 

Thus, (289a) and (289b) become 

&daba   £,#Vl Ad ab b.n. 
l i 

where a. and b, are the partial derivatives.   A straightforward exercise in the algebra 

of expectations yields 

^ab ' 
a?a? + 

°Ad  ■ ab       i« 

where a." =  variance of n. 

p.. = correlation coefficient between n- and n- 
ij i J 

The results in (289b), (289c), (289d) can then be applied to obtain expressions for d 

and dm strictly as a function of system geometry and the statistics of contributing 

error sources. 

m 

-471- 



7.8  ACCURACY STUDY OF COMBINED INERTIAL NAVIGATION - CNI SYSTEM 

This section presents a parametric analysis of the potential advantages of a 

low-cost, lew-accuracy inertial system combined with the CNI system in terms of 

navigational accuracy.   The object is to derive parametric tradeoffs and not to design 

an optimum interface between the CNI and inertial systems.   A representative inertial 

system with typical inertial system error sources is analyzed to determine the effects 

on system performance of position fix frequency and fix accuracy over a range of values 

representative of expected CNI system performance. 

This type of combined system represents one of the simplest forms of integrated 

CNI-inertial navigation systems in that the CNI navigation information is used merely 

to reset tne outputs of the inertial system.   There is no attempt at either optimum com- 

bination of CNI and inertial system data nor is there any attempt, to utilize the error 

divergence between the two systems to estimate any of the error parameters of either 

system.   The development of these types of more sophisticated systems integration is 

more property a part of a systems design effort and depends in part on the particular 

hardware and configuration chosen for the system. 

Nevertheless, the results to be obtained by aralysis of the behavior of this 

simple system's combination are indicative of the expected performance of combined 

CNI-inertial systems. 

7. 8. 1  INERTIAL NAVIGATION SYSTEM ERROR MODEL 

The inertial navigation system error model used in this study is for a locally- 

level inertial navigation platform with the level axes maintained in a north-east 

coordinate reference frame.   This type of system mechanization, although not the only 

one possible, is typical of inertial systems utilized in aircraft and provides navigation 

data (position, velocity and acceleration) in a north-east-vertical coordinate frame, 

making it readily useable for aircraft navigation and auxiliary calculations. 

This type of system has three accelerometers whose inputs are along the north- 

east, and vertical axes and *hree gyros whose inputs are with respect to the same axes. 

For aircraft applications, the inherent instability in the vertical aecelerometer channel 

is controlled by using external altitude information from either a radar or barometric 

altimeter to damp the vertical channel.   As a result, the vertical channel position 

errors are constrained to errors in the external altitude data source.   The primary 
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reason for utilizing the vertical accelerometer channel is to provide high-quality 

vertical velocity information. 

An error block diagram of such an inertia! navigation system is shown in 

Figure 7-118. In arriving at the Locally Level Inertial Navigation System Error 

Block Diagram, several simplifying assumptions have been made.   These are: 

• The time variable terms and ttie cross-coopling terms (with the 

exception of the azimuth misalignment (tf ) cross coupling terms) 

have been neglected. 

• Error propagation effects which have periods greater than the 

Schüler period (84 min.) have been neglected. 

These simplying assumptions are justified by the fact that typically, these terms and 

effects are significantly smaller than the error effects modeled, particularly for the 

relatively short periods of operation (< 2-3 hours or so) of the inertial system for 

typical aircraft operations of interest. 

The inertial navigation system err rr sources whose effects will be modeled in 

this study, along with representative values of these error sources, are given in 

Tab 3 7-22.   For typical aircraft inertial navigation systems and operations profiles, 

these error sources represent the main contributors to inertial navigation system 

error. 

The error propagation effects of each of these error sources is dependent on 

the particular method of alignment of the system. For example, if the inertial plat- 

form is leveled using the level axes acoelerometer outputs as the level error signal, 

then the accelerometer biases result in a correlated level alignment error such that 

(in a 1 g field) the subsequent error propagation of the accelerometer biases cancels 

that of the level alignment errors. Similarly, if the east gyro is used to sense the 

azimuth alignment error of the platform and to correct for it, then while navigating 

the east gyro drift rate and the azimuth alignment error are correlated. 

The particular alignment and calibration techniques to be used for a aiven 

inertial navigation system would be determined in a detailed system mechanization 

design which would depend on the specific hardware and peripheral equipment to be 

used on the aircraft.   This type of design effort is beyond the intent of this study.   For 
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Table 7-22.   Representative Inertial Navigation System Frror Sources 

Error Source Standard Deviation (ler) 

Accelerometer Bias (b.., bF) 67/xg 

Aecelerometer Scale Factors (KN, K-,) 400 ppm. 

Gyro Drift Rates (e.     e.., e_) .03 deg/hour 

Initial Level Mfsalignments (0N , ?E ) 2 arc-min 

Initial Azimuth Misalignments ($% ) 10 arc-min 

Initial Position Error 10-500 ft 

Initial Velocity Error 1-10 ft/sec* 
* 

These initial position and velocity errors are the result of the navigation errors 
of the CNI system.   They will be parametrized over these ranges ac part of this 
sti'dy. 

the purposes of this study, it is reasonable to assume that the platform is aligned and 

(   li orated using external sources of data.   As a result, the error propagation due to 

e :" > of the above tabulated error sources can be considered as correlated. 

Based on the above assumptions, the error propagation equations for a locally- 

level inertial navigation system can be shown, from the error block diagram, to be 

given by tue equations of Table 7-23.   In this table, 

APE  - 

AVE = 

AVXT - N 
Ü) s 

g = 

R    = 

n = 
v    - E 
VN = 

A   = 

error in east position 

error in north position 

error in east velocity 

•   error in north velocity 

Schüler frequency ~ ^g/R 

value of gravity 

radius of the earth 

earth rotation rate 

east velocity component of aircraft velocity 

north velocity component of aircraft velocity 

aircraft latitude 

The error propagation equations shown in Table 7-23 represent the inertial 

navigation system error model being utilized in this parametric study. 
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Table 7-23.   Error Propagation Equations - Locally Level Inertial 
Navigation System. 

Error Source Symimls 
Position 

Error Propagation 
Velöcfty 

Error Propagation 

I'ast Accelerometer Bias bE APE »^ (1 - cos «8t) AV£ = ^g_  stn Wst 

North Accelerometer Bias bN 

bN APN =JT (1 - cos V t) 
8 

AVM = ^N_   sin u A 
N        7J—                    3 

8 

East Accelerometer Scale Factor KK 
v 

AP - K    _J_ am w t h      fc.   u              s 
s 

AVE . KE VE  cos uat 

North Accelerometer Scale 
Factor 

KN 
APN =  _N   8{n ut N    Wg           « ÄVN=KNVN cos«8t 

East Gyio Drift Pate fE 
l 

aPN = £
E 

R (*-SB""l«>«et) AVN = €ER (1 - cos uat) 

North Gyro Drift Rate £N ^E* ■ v(t "48in "•*> AVE =   - <NR (1 - cos w8t) 

APN =  - (z (Rfl cos X + V„) AVN =  -<z (RO cosX+ vE) 

V'**(1-co8v> (t - J- sin ut)        i 
8                 S 

Azimuth Gyro Drift ii«te c z 

(1  - C08«Jflt) 

AVE = \ VN * - h; 8fn V> 

Initial Level Misalignment (North) 
\ 

AP£ =  - *N R (1 - cos «st) AVE . - «^u H sin Ugi 

Initial Level Misalignment (East) * APN = *E R <* • cos "s1' &VN " *E0
W8R  8ln V 

E       *0     N       ua  u t) 
AVE * ^z   VN (1 " cos "a" 

Initial Aasimuth Misalignment APM s   -*z   (RftcosX+VjJ AVN=  -*z0(Rft cos A + VE) 

(t - £- sin « t) 
8                B 

(1 - cos *;st) 

Initial Position Error (North) AP 
No 

APN= APN 
0 

— 

Initial Position Error (East) APE 
0 

APE = APE 
0 

! 

Initial Velocity Error (North) 4X APN=  AVN   ^.sin UA 
O "8 

AVN =   AVN    co8   V 
0 

I        Initial Velocity Error (East) 1"V. AP_ =  AVr   -1- sin w t 
E            Eo U

B             * 
AV   =   AV      ,06  v t 

E            Eo              8                     j 

-476- 



7. 8.2   SIMULATION DESCRIPTION 

The inertial navigation system error sources which are incorporated into the 

simulation model are accelerometer bias, accelerometer scale factor, level and 

azimuth gyro-drift rates, and initial level and azimuth misalignment.   In addition, the 

effect of initialization errors in position and -'elocity are modeled. 

Two methods of updating the inertial navigation system are utilized in this 

simulation.   In one, the discrete position determinations of the CNI equipment is 

utilized to reset (correct) the position outputs of the inertial system.   There is nc 

attempt to utilize CNI-derived velocity data to update the inertial system velocity, and 

there is no attempt either to optimally combined CNI and inertial system data or to 

utilize the error buildup between updates to estimate any of the error parameters of 

the CNI or Inertial Navigation Systems.   In the second updating method, both position 

and velocity data as determined from the CNI equipment is used to update the inertial 

systems.   Again for this update method, no attempt bass been made to either optimally 

combined CNI and inertial navigation d.ta, or to use the divergence between these two 

systems to attempt to estimate the error parameters of either system. 

Thus, the results obtained by use of this Simula.ion are pessimistic, since in 

an actual system integration of CNI and Inertial Navigation a more sophisticated Kaiman 

filter approach would be used.   This would provide an optimal combination of CNI and 

Inertial Navigation System data and a sequential estimation and correction procedure 

to estimate the error parameters in the integrated CM insertial system and correct 

lor them to reduce the error buildup between CNI updates. 

7.8.3   RESULTS 

The cases considered show the effects of CNI position update accuracy, velocity, 

initialization, update rate and velocity update accuracy on combined system accuracy, 

for a given aircraft flight profile and duration.   The aircraft flight profile was that of 

an aircraft flying at approximately 1000 miles an hour and 45 degrees heading at 

approximately 30 degrees latitude.   The flight duration considered was ] hour. 

7.8.3.1  Effects of Position Update Accuracy 

In order to determine the effects of position update accuracy un a combined 

CNI-Inertial Navigation System, simulations were run, using the aircraft flight profile 
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described above, in which CNI updates to the inertial navigation derived position were 

assumed to be obtained every 10 minutes.   The initial velocity error assumed for the 

inertial system was 10 feet per second.   This number is representative of a poor 

velocity initialization, such as might be obtained by an iri-fli ght alignment without the 

use of Doppler radar, CNI-derived velocity or some other such accurate velocity 

reference.   The ten-minute interval between position updates approximates worst 

case, in that it is anticipated that CNI updates will be available much more frequently. 

Nevertheless, this serves to show the effects of position update accurate on combined 

system accuracy. 

A range of CNI position accuracies from one foot to 500 feet (ltr) were considered 

Because the results obtained were so similar, only the two extreme cases; namely, the 

one for one-foot update errors, and the one for 500-foot update errors are presented. 

The results obtained from this case are shown in Figures 7-119 and 7-120.   The 

effects of the position update in resulting position error are apparent from the figures. 

The velocity error growth is unaffected by the position error reset and, hence, does 

not show any difference between the one foot update accuracy and the 500-foot update 

accuracy.   The large growth in position error following an update is due primarily to 

the effects of both the ten-foot-per-second initial velocity errors and the inertial navi- 

gation system hardware error sources propagating over the 10-minute intervals between 

updates.   This position error growth tends to make the difference in position reset 

accuracy insignificant rather quickly following each update. 

7.8.3.2  Effects of Initial Velocity Errors 

Figures 7-121 and 7-122 present the results of varying the initial velocity 

error upon the combined system accuracy.   These results are the case in which posi- 

tion updates occur every 10 minutes and have an accuracy of 250 feet (la).   The 

curves corresponding to the 10 fps initial velocity error are essentially the same as 

those shown in Figures 7-119 and 7-120.   Reducing the velocity initialization error to 

0.1 fps from 10 fps has a noticeable effect in reducing both the position and velocity 

error propagation.   This is because the position and velocity error contribution of the 

initial velocity errors is significantly reduced. 
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Figure 7-119.   East Position and Velocity Errors for Combined CNI 
- (iPtia! Navigation System (Position Updates Every 10 Minutes). 
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Figure 7-120.   North Position and Velocity Errors for Combined CNI 
- Inertial Navigation System (Position Updates Ever1, 10 Minutes). 
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Figure 7-122.   Effect of Initial Velocity Error - North Position and Velocity 
Errors for Combined CNI - Inertial Navigation System 

(Position Updateo Every 10 Minutes). 
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7.8.3.3 Effects of More Frequent Position Updates 

Figures 7-123 and 7-124 present the effects of increasing the frequency of 

position updates.   The 10-minute position update period considered in the previous 

sections is a worst case and it would be more likdy that updates would occur much 

more frequently.   Having position updates every minute, as shown in the figures, pro- 

duces a drastic reduction in the overall combined system position errors, in that it 

corrects position error buildup before it can build up to a significant value. 

More frequent    position updates, similar to more accurate position updates, 

(as shown in Figures 7-119 and 7-120) have no effect on the velocity error buildup. 

The velocity errors for Figures 7-123 and 7-124 would be identical to those of 

Figures 7-121 and 7-122. 

7.8.3.4 Effects of Velocity Upaates 

If, in addition to the frequency position updates (once every minute), the CNI 

system pro\-ides velocity data which can be used to correct or update the velocity 

outputs of the inertial system, a significant reduction in the velocity error buildup will 

result.   Figures 7-125 and 7-126 present the resulting velocity errors when velocity 

updates (0.3 fps - ICT) are used to correct the velocity outputs of the inertial 

system.   A comparison of Figures 7-125 and 7-126 with Figures 7-121 and 7-122 

indicates the significance of the velocity error reductions. 
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Figure 7-123.   Effect of More Frequent Position Updates - East Position 
Error for Combined CNI-Inertial Navigation System 

(Position Updates Every Minute) 
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Figure 7-126.   Effect of Velocity Updates - North Velocity Errors for 
Combined CNI-Inertial Navigation System 
(0.3 fps Velocity Updates Every Minute). 

7.3.3.5 

From these results, it appears that several things can be done to improve 

combined system accuracy.   First, the frequency of CM position updates can be 

increased 30 that the position error is reset before it has a chance to build up to the 

large values seen in Figures 7-119 and 7-120.   This will improve the position error 

performance but will have no effect on the velocity errors.   Second, the initial velocity 

error can be reduced.   As discussed above, the ten-foot-pe^-second assumed initial 

velocity error is representative of a poor quality velocity in'tialization (such as might 

be obtained in an in-flight alignment using an air-data computer).   Improved in-flight 

velocity initialization such as might be obtained from using doppler-radar information, 

or CNI-derived velocity data, or initialization whine on the ground prior to takeoff 

would provide initial velocity errors of the order of one foot per second or less.   This 

would not only reduce the rate of position error buildup between updates, but would 

also reduce the velocity error propagation.   Third, in-flight CNT-derived velocity data 

can be used to update the inertial-system-derived velocity.   This would serve pri- 

marily to correct for the velocity error growth. 
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7.9  COMPUTER REQUIREMENTS 

This section discusses some of the functions that will or might be performed 

by the co-nputer in the areas of integration (transceiver control), COM, NAV and IFF. 

The type of analysis required to investigat3 the requirements placed on the computer 

by any function is demonstrated using the position location function for the 621B 

(range difference) and all range system. 

The general conclusions are that a 32-bit word is required in the computer 

system, and multiple computers, one for each of the integration, COM, NAV and IFF 

functions, is a reasonable configuration where these computers and also on-board 

sensors may be switched to other of the computers in the event of failure.   The inte- 

gration computer will require a multichannel priority interrupt system and a high- 

speed buffered I/O and a high-speed arithmetic unit.   The COM computer requires 

a single channel interrupt system and medium speed I/O.   The IFF computer is the 

simplest, requiring single-channel interrupt and low-speed I/O. 

The best computer configuration for the CNI system can not be decided upon 

until all system parameters are set and a philosophy on failure protection (multiple 

back-up) and self test has been established. 

7.9.1  INTRODUCTION 

Although the study does not specifically call for a detailed analysis of the 

computer requirements for a CNI system, it was felt that some general requirements 

ought to be studied.   The requirements which will or may be delegated to the computer 

in the areas of integration, communication, navigation, and identification are discus- 

sed with varying amount of detail for each requirement in each area.   In doing this 

the philosophy was to carry out some detailed analysis in areas where the computer 

functions are defined, such as position location using NAVSAT, and in other areas to 

give indications of the type of functions which might be incorporated into the computer 

in a full system implementation.   In order for the results arrived at to have some 

concrete meaning, the Magnavox APUP (Airborne Programmable Utility Processor), 

which is designed for military airborne application and occupies approximately two 

cubic feet, is used to demonstrate how the general results arrived at can be applied 

to a particular computer.   Under the identification discussion is also included the 

requirements for collision avoidance both in and or*, of CON US. 
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This section does not attempt to list every possible computer requirement and, 

having listed some, does not attempt to pursue all the detailed analysis required to 

come up with firm computer requirements.   This is merely a recognition of most of 

the requirements, a statement of the general type of computer required, and an indi- 

cation of the type of analysis which will be necessary to pinpoint the specific computer 

necessary to operate a CNI system. 

7.9.2   INTEGRATION 

The philosophy of an integrated CNI system will place a large burden on the 

processor to provide command and control to the various system components and 

route data to and from the appropriate points in this sytem.   The waveform chosen 

is such that many of the transceiver components may be time shared to produce the 

various COM, NAV, and IFF functions.   The coordination of the time sharing of the 

equipment will be the job of the computer portion of the processor.   The control, 

synchronization and allocation of the time slots will also be directed by the computer. 

For this function, the buffering necessary to stack the COM and IFF data will be 

accomplished by computer memory.   The formatting/conversion of raw NAV, COM, 

and IFF data at the transceiver will also be a computer function. 

The computer portion of the processor will also be required to monitor the 

state of the processor to determine proper operation.   It should be capable of self 

testing the transceiver portion of the system and determining where failures have 

occurred.   It should also be in communication with other portions of the aircraft's 

computer system so that it may be possible to allocate portions of this system, in the 

event of failure, to other jobs.   Another possibility is to replace some of the boxes 

in the transceiver with software.   This is a further step in the evolution from analog 

circuitry to digital circuitry and finally into software.   This step requires A/C con- 

verters at appropriate points (preceding the box to be replaced), replacing the func- 

tion of the box either by a direct simulation, such as a digital circuitry approach, or 

by functional equivalents and a D/A converter, when appropriate, to the output of the 

replaced box.   Some of the possible applications of this technique are: 

DPSK demodulation 

Encrypting/Decrypting 

Error Correction Encoder/Decoder 

Digital Matched Filter 
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The specifying of which functions should be done analog, which digital and 

which in software is beyond the scope of this study; however, it should be thoroughly 

investigated as it wili have a significant bearing on the hardware design and in 

particular the specification of the computer requirements for the CNI system. 

The type computer necessary to handle the tasks envisioned for the integration 

function must have a high-speed buffered i/O capability so that the commands and 

controls can be exchanged at a high enough rate to handle the processor.   If blocks 

of the transceiver are to be replaced it should also have a high-speed arithmetic capa- 

bility in order to perform the simulations in real or new real time.   It should also 

have a multichannel priority interrupt system to handle all its data and control lines. 

7.9.3   COMMUNICATIONS 

The integration function described previously will provide and receive digital 

data via computer memory.   This data will be exchanged with COM equipments.   The 

COM equipment will^ontain a computer to perform the routing of signals between the 

various COM equipments and the processor. 

This COM computer will be used to keep track of the data link messages that 

may be in need of passing from the aircraft to the ground such as: 

Aircraft status 

Emergency conditions 

Target data 

This will require interface to the NAV equipments probably via NAV computer memory 

and also other aircraft indicators such as fuel consumptions, power status, and wea- 

pon status from the weapon system.   It will also automatically notify the processor 

when it has this data for transmission and will provide the necessary conversion to 

processor compatible coding 
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In the receiver mode it will examine the received data and will perform the 

necessary conversion for use by the COM equipment.   The types of data received 

will be: 

Vectoring information 

Alerts 

Computer data such as radar tracks 

The routing of these signals may be simply to display or to other computers such as 

a weapon systems for the radar tracks. 

In the voice communications mode, the COM computer will interface with the 

voice coding device whether it be a direct transform such as PCM or ehe output of a 

channel vocoder (restructured speech),   The computer interface may be at the output 

of such a device and will be used to control the device.   Depending on the type of 

vocoder used, the computer may be capable of performing some of the parameter 

extraction using software. 

The computer required to perform the COM function will require medium- 

speed I/O capability.   It will require an A/D ard D/A conversion system with multi- 

plexing controls.   Unless vocoder simulation is required, no high-speed arithmetic 

functions are required.   Single channel interrupt will be sufficient for the COM 

computer. 

7.9.4   NAVIGATION 

The integration function described previously will receive NAV signals from 

the NAVSAT eystem in the enroute case and from ILS in the terminal case.   The 

NAV computer will also be in touch with the COM system described above via mem- 

ory transfer.   The NAV computer's function will be to recognize the NAV data, from 

the satellites as well as via COM links, and use this along with on-board sensor 

information, also interfaced to the N/V computer, to compute current position and 

also to compute range and bearing navigation information. 

The NAV computer will also provide various driving function for aircraft 

displays and be capable of accepting manual inputs. 
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A detailed analysis of some of the computer requirements for position location 

was carried out.   Both a range difference system (621B enroute and perhaps ground- 

based in the terminal case) and an all-range system (passive using synchronized 

clocks in the landing area) were considered.   The solution of the equations was 

carried out (see Appendix IX) and a program in a universal-type assembly language 

written (see Appendix X).   Memory requirements for each system are stated and the 

necessary computing time for each of the systems under various assumptions is 

given as a function of the standard commands assumed in the program.   A computer 

may now be chosen and the required computing time determined by inserting the time 

required for each command into the time equation. 

The language used in this section assumes a computer with the following 

instruction capability: 

Instruction 

l-OAD 

STORE 

ADD 

Explanation 

An instruction to fetch information from 
bulk storage into a register (which we will 
call accumulator) where it can be operated 
upon. 

The reversa of LOAD.   Puts information 
from the accumulator into bulk storage. 

Fetch information from bulk storage, add 
it to that in the accumulator, and leave the 
results in the accumulator. 

SUB 

MUX 

DIV 

Fetch information from bulk storage, 
subtract it from that in the accumulator, 
and leave the results in the accumulator. 

Fetch information fro;m bulk storage, 
multiply it by that in the accumulator, and 
leave the results in the accumulator 
(usually extended). 

Fetch information from bulk storage, 
divide it into the accumulator contents, 
(usually extended) and leave the quotient 
in the accumulator. 
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Instruction 

NORM 

NEGATE 

SHIFT 

JUMP 

SKIP 

Explanation 

The operation necessary after a MUL and 
before a DIV to get the extended accumu- 
lator contents into the proper bit positions. 
(On seme machines this is not required.) 

An operation to change the sign of the 
accumulator contents. 

Shifting the bits in the accumulator right 
one position.   Equivalent to divide by 2. 

Transfer of program sequence to the 
address specified by the JUMP, 

The next instruction in sequence is skipped 
if the condition specified by the SKIP is 
met. 

The programs presented are very straightforward and are efficient under the 

above constraints on the computer capability.   It is assumed that the LOAD and 

STORE commands take the same amount of time to execute, and that ADD and SUB 

similarly take the same amount of time. 

The results were: 

A.    RANGE DIFFERENCE - 478 Memory Locations 

Time Requirements 

Instruction No Reference Update Reference Update 

L0AD/3T0RE 122 173 

ADD/SUB 65 90 

MUL 40 52 

DIV 23 31 

NORM 

SHIFT 

63 83 

4 4 

JUMP 11 11 

SKIP 15 15 

NEGATE 26 31 
-491- 



B.    ALL WNGE - 302 Memory Locations 

Time Requirements 

Instruction No Reference Update Reference Update 

LOAD/STORE 87 121 

ADD/SUB 49 66 

MUL 27 37 

DIV -2 17 

NORM 39 54 

SHIFT 3 3 

JUMP- 11 11 

SKIP 15 15 

NEGATE 16 18 

Assuming the use of an APUP (Airborne Programable Utility Process) computer 

whose instruction-execution times are summarized below: 

APUP Times 

i.OAD/STORE 

ADD/SUB 

MUL 

DIV 

NORM 

SHIFT 

JUMP 

5ICIP 

NEGATE 

- 4 usec 

- 4 usec 

- 12 usec 

- 12 usec 

- 5 usec 

- 2 usec 

- 2 usec 

- 2 u?ec 

- 4 usec 
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The time to compute position, assuming no reference update, using the Range 

Difference system is: 

Time = 12204 + 6504 + 40012 + 23©12 

+ 63©'j + 4(x)2 + 1102 + 1502 + 2604 

Time = 1.983 msec 

Th<? NAV computer must have a medium-spocd I/O capability, A/D end D/A 

for driving, and a high-speed arithmetic unir.; a singi* -channel interrupt capability 

would be sufficient.   A 32-bit computer would be of appropriate size for the required 

NAV functions. 

7.9.5 IDENTIFICATION 

The integrated function described previously will exchange data between the 

IFF equipment and the processor.   This data will be in the form of responses to 

queries or acceptance of responses to generated queries.   The IFF equipment is 

responsible for: 

Friend from foe identification 

Recognition of friend from foe 

Data link 

In addition, the collision-avoidance function is incorporated in this section as an 

adding of velocity information to the replies and challenges would perhaps implement 

a collision avoidance system. 

Most of the function with the exception of collision avoidance could be handled 

without, a computer.   The addition of a computer, however, woula ease the system 

implementation and also give the collision-avoidance capability. 

7.9.5.1   Collision Avoidance 

A military aircraft is constantly in situations where collision avoidance is a 

major problem. In the CONUS, projections have shown that in the 1980 tim* f»-^.r.c 

aircraf* densities will increase tenfold.   The aircraft must be capable of participation 
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in ATC functions either actively or passively.   In tactical situations the aircraft may 

or may not wish to avoid a collision course depending on whether the aircraft is iriend 

or foe and upon his mission.   Each of these situations is discussed and the burden 

placed or. the computer and, to some extent, the additional equipment required is 

examined. 

7.9.5.1.1   Conus ATC Systems 

7.9.5.1.1.1 Background.   Recently the Department of Transportation received a 

report from the Goldmuntz Committee which recommended a course of action to 

handle the ground based air traffic control function in the 1975-1990 time frame. 

The type of systems studied was a synchronous range ordered call system using a 

trilateration range system.   This system results in the ground based computer cen- 

ter (ARTCC) knowing the location and velocity of every aircraft in its control area 

and checking to determine if they will conflict in the future.   I* a conflict exists, the 

information regarding the aircrafts in conflict is passed to a controller v/ho instructs 

the aircrafts via voice link to perform the necessary avoidance maneuvers.   Future 

systems will do some of this conflict avoidance automatically by instructing the air- 

craft via UP, DOWN, LEFT, RIGHT, etc, command indicators.   The same system 

will be used in both enroute and terminal areas with increased interrogation rates in 

the terminal approach cases. 

7.9.5.1.1.2 Aircraft Participation.   The aircraft equipped with a CNI capability may 

participate actively by the addition of a receiver-transponder in the range-ordered 

system.   When the aircraft cakes off, his ID is introduced into the system, or he may 

use the voice link to enter into the system.   The system automatically interrogates 

him and the aircraft receiver recognizes his ID, adds his altitude to the message and 

transmits it back to the stations. 

The aircraft may wish to participate passively.   In this case, the collision 

avoidance function must be done in the airborne computer.   The aircraft will know its 

position from the 621B NAV computation and its velocity from onboard sensors in 

addition to successive position fixes.   The location and velocity of aircraft in the area 

will be obtained by using the aircraft's radar and IFF responses.   Given this informa- 

tion, til« aiibo^ne computer can perform the conflict prediction function and inform 

the pilot of possible conflicts. 
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7.9.5.1.2 Tactical Environment 

In a tactical environment the aircraft would be operating in a passive situation 

as described above.   The other source of information may be via ground based radar 

which are tracking aircraft within the area.   The airborne computer will perform the 

conflict prediction and this information could be used by the pilot to avoid or close on 

another aircraft, 

7.9.5.1.3 Conflict Prediction 

The problem of conflict prediction involves computing the distance between two 

aircraft, assuming they continue on their same courses for a period of time, say the 

next 30 seconds,   if, at any time in the 30 seconds, this distance is less than some 

minimum miss distance, usually 2000 feet, a conflict is predicted.   In the CONUS ATC 

system the controller notifies the aircraft of the potential conflict and advises as to 

actions to avoid.   Later systems have proposed automatic resolution and instruction 

to the aircraft via a data link. 

7.9.5.1.4 Conflict Prediction Algorithm 

The steps in checking for a potential conflict vary slightly depending on the 

system of position location in use.   Normally a system converts to coordinates such 

that you have available, x, y, h, x, y, h that is x,y and altitude coordinates along 

with velocities in each direction.   A straightforward algorithm would be as follows: 

a. Check if altitudes cross in next 30 seconds (using h, h) 

b. Check if aircraft are diverging (using x, y, x, y) 

c. Check if aircraft will cross (within miss distance) in 
the x direction in next 30 seconds (using x,x) 

d. Check if aircraft will cross (within miss distance) in 
the y direction in next 30 seconds (using y,y). 

U ;ing this type of algorithm, in CONUS, conservative studies have shown that: 

a. 80 percent of the aircraft will be eliminated at Step 1. 

b. 10 percent of the aircraft will be eliminated at Step 2. 

c. 5 percent of the aircraft will be removed at Step 3. 

d. 4 percent of the aircraft will be removed at Step 4. 
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In other words, roughly 1 percent of the aircraft will be in conflict.   In a 

tactical situation the numbers would be more like: 

a. 70 percent removed in Step 1. 

b. 10 percent removed in Step 2. 

c. 5 percent removed in Step 3. 

d. 5 percent removed in Step 4. 

In other words, 10 percent of the aircraft in an area will be in conflict. 

7.9.5.1.5  Computer Speed Requirements 

7.9. 5.1.5.1   Conflict Prediction Algorithm in CONUG.   If we assume our universal 

computer with the standard instruction set described in 1.3 then the required operations 

would be: 

Ml = 0.75(4)P+0.5(53)P+0.10(8)P+0. 05(36)P+0.04(40)PK>, 01(5)P 

Ml = 12.6P operations/conflict check wht;ve there are P aircraft 
in the area. 

If we check every 3 seconds for a conflict, .;hen the required operations/ 

seconds are: 

M' = 12.6P/3 

M' = 4.2P operations/second 

7.9.5.1.5.2   Conflict Prediction Tactical Situation.   The computation for Ml is: 

Ml = 0.50(4)P+0.20(53)P+0.10(8)P+0.5(3ti)P+0.5(40)P+0.10(5)P 

Ml = 51.9P operations /conflict check 

In a tactical situation we would require more frequent checks because of 

speeds and situations which may arise; we will assume a check every second: 

M' = 51.9P operations /second 
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n 7.9.5.1.6 Storage 

To store the necessary information for collision avoidance requires the 

following information for each aircraft: 

a. IB   21 bits 

b. Altitude  16 bits 

c. X Position  20 bits 

d. Y Position ---  20 bits 

e. A Altitude  16 bits 

f. X  16 bits 

g. Y  16bits 

h. Control  3 bits 
128 bits/aircraft 

The program requires about 500 memory locations.   If we assume a 32-bit 

word then we need: 

C = 500 + ^ P 

C = 500 + 4P memory locations 

7.9.5.1.7 Summary 

7.9.5.1.7.1   CONUS.   Active (Ground-based collision aviodance). 

Requires addition of transceiver if range-ordered system used and no 

additional computer load. 

Passive 

Requires no additional equipment but computer load isirreased.   In 1990 time 

frame computer requirement would be: 

C «8,000 memory locations (32-bit words) 
3 

M «8 x 10   operations/second 
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7.9.5.2  Identification Summary 

The identification function requires a minimal computer configuration, if any, 

to perform the simple IFF function.   In order to do collision avoidance a computer 

with low-speed arithmetic capabilities is required.   In addition low-speed I/O capa- 

bility and single-channel interrupt is sufficient. 

7.9.6 CONFIGURATION 

A type of configuration is shown in Figure 7-127.   The Gate Control allows 

data to be passed between all four computers and can be controlled by any of the com- 

puters.   Similarly all of the external sensor and displays shown could be handled the 

same way and hence data could go from transceiver to any sensors via any computer. 

The NAV computer could be designed as the Integration Computer backup.   COM and 

NAV could back up each other and IFF could be handled simultaneously by either 

COM or NAV.   This is not put forth as the optimum solution but only as a type of 

configuration which should be further studied when implementation stage is reached 

and waveform and system operations finalized. 

7.9.7 CONCLUSIONS 

The conclusions in the computer requirements area are expressable in general 

terms only. The word length for the computer system should be 32-bits. The various 

computer capabilities required are: 

Function I/O Capability 
Interrupt 

Capability Arithmetic Unit 

Integration High Speed 
Buffered 

Multi-channel 
priority 

Low Speed 
(High Speed to 
replace transceiver 
boxes) 

COMM Medium Speed 
Buffered 

Single 
Channel 

Low Speed 
(High Speed to 
do vocoder functions) 

Medium Speed 
Buffered 

Single 
Channel 

High Speed 

Identification Low Speed 
Buffered 

Single 
Channel 

Low Speed 
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APPENDIX 1 

SEQUENTIAL DECODER ALGORITHMS 

Just as the particular characteristics of the convolutional systematic rate 

one-half code allowed specialization in the memory, similar improvements can be 

made in the decoding algorithm.   The fact that the code to be used is rate 1/2 allows 

a particularly simple mechanization of the computations for a hard decision channel. 

Because of the simplicity, computations can be made across a span of several rodes 

simultaneously.   The reason for considering using the parallel procedures is that the 

sequential decoder will be rate limited by the ability to shift the encoder.   Thus, the 

more information that can be gained at a particular encoder setting, the faster the 

overall speed factor of the machine will become. 

Two unique sequential decoding algorithms are presented that utilize parallel 
* 

procedures.   The first algorithm is the Fano threshold   algorithm.   Tlv.s algorithm 

uses the familiar threshold tightening-loosening scheme, but in addition, has many 

stored procedures, both in the forward search and in the back search, that allow 

moves between nonadjacent nodes.   The second algorithm is the modified threshold 

algorithm chat uiilizes a new threshold scheme that proposes to minimize long back 

searches.   Both of these algorithms also introduce a new concept in their back search. 

This concept is to limit the back search to a given number of nodes behind the most 

advanced point the decoder has reached.   When the decoder reaches this limit, the 

decoder is turned around similar to the decoder backing up to the origin of the code 

tree.   This limited back search allows for a sequential decoder design that must only 

store a small number of nodes to decode.   In addition to the algorithms used during 

normal decoding a tail algorithm utilizing parallel procedures is presented for use 

with block resynchronization. 

The next section provides the necessary background material into the specific 

code properties used by the algorithms and illustrates the generation of the required 

information from the hypothesis bits and the error syndrome to allow the parallel 

procedures. 
* 
•I. Wozencraft and I. Jacobst Principles of Communication Engineering, John Wiley, 
1965, pp 431-439. 
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1-1  VARIABLE GENERATION 

Figure 1-1 shows atypical rate 1/2 systematic code encoder that would be used 

in association with the proposed algorithms.   As shown in the figure, the information 

bit is transmitted without modulo-2 combination with any >ther of the bits in the encoder, 

the check bit, however, is a function of not only the present information bit but of k - 1 

previous information bits, where k is the constraint length of the encoder. 

An encoder like the one shown in Figure 1-1 generates the tree code shown in 

Figure 1-2, Several features of the code are worth noting since they will be used in the 

subsequent logic in the decoder.   First, we require that there be a connection to the 

check bit from the first stage of the shift register; that is, the check bit is a function 

of the present information bit.   This requirement assures that the two branches leaving 

a node are complements of one another, thus providing a maximum distance between 

these two adjacent branches.   This concept is carried a step further by requiring that 

the second stage of the chift register also be connected to the modulo-2 adder to gen- 

erate the check bit.   This requirement assures that similar branches leaving the nodes 

S69-12H 
i:.CLASSIH(P 

IWOR MAT ION 
BIT 

Figure 1-1.   Encoder 
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reached by complementary decisions at the previous node have complementary check 

bits.   This can be seen in Figure 1-2 if the two branches leaving the node marked 

"present search node" are considered.   The zero information bit branches one node 

deeper into the tree, terminate at points 1 and 2, and the check bits in the branches 

leading to these nodes are complements of one another.   Finally, the encoder shown 

in Figure 1-1 carries this complementary concept one step further by connecting the 

third stage to the modulo-2 adder.   This produces complementary check bits two nodes 

deep is used in the decoding algorithm logic to provide transitior logic over a tree 

span of four best branches. 

Figure 1-3 shows another encoder mechanization where the modulo-2 adders 

mechanize the impulse response of the encoder of Figure 1-1.   The impulse response 

is simply the check bit sequence resulting with the Figure 1-1 encoder, having been 

set to the all zeros state, has a one followed by k - 1 zeros shifted into the register. 

The encoder shown in Figure 1-3 will produce a check bit sequence identical to the 

one produced by the encoder in Figure 1-1; the advantage in the new mechanization is 

that only one level of modulo-2 adding is required rather than the large number asso- 

ciated with the longer constraint length codes for the configuration shown in Figure 1-1. 

56»-M4 
UNCWSJIF'tJ 

Figure 1-2,   Tree Diagram 
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This reduction in logic levels greatly increases the possible rate of shifting the 

encoder.   Since this shifting rate will limit the decoder speed factor, an encoder like 

the one in Figure 1-3 will be used. 

A consequence of the impulse response mechanization is that it is not actually 

the hypothesizes bits that are stored in the decoder hypothesis memory, but the 

modulo-2 sum of the impulse responses of the hypothesized bits.   This will affect the 

logic of the algorithm described subsequently. 

There is nomenclature in Figure 1-2 that has not been explained as yet.   The 

"a" and "h" variables, and the concept of the present search node require some explan- 

ation.   This explanation is made simpler through the use of Figure 1-4 showing a 

hypothesis encouer.   This encoder is identical to the encoder shown in Figure 1-1 

except that it is a composite encoder and the first tap connections are deleted.   While 

the configuration shown in Figure 1  t is not the one to be implemented, the generation 

of \he "a"variables is easier to see than in the impulse response encoder.   The desired 

variables ;>re generated for three different one bit shifts of the hypothesized informa- 

tion.   One further variation occurs: any new bit shifted into the hypothesized encoder 

is a zero.   Thi s means that the first stage of the encoder is not actually required and 

is shown in dashed lines in Figure 1-4.   Two new stages are required to provide for the 

added delays but the initial stage is missing so that the total shift register length is 

k + 1 bits. 

INPUT 
—5*- 

U\UASSIHID 
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fHH.K »ITS 

Figure 1-3.   Impulse Response Mechanization of Encoder 
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The check bit memory shown in Figure 1-4 is the storage of the R sequences of 

the pvndrome calculation.   The bit i0 corresponds to the stored check bit associated 

with the branch immediately ahead of the node marked "present search node"in 

Figure '   '    Thus, the variable a   represents the modulo-2 sum of this stored check 

bit r( the check bit generated for the zero branch leaving the present search node. 

In an identical manner, the variables a   and a   represent comparisons of the stored 

check bits with the check bits generated for the zero branches leaving the two nodes 

hypothp sized immediately prior to the present one. 

One further point is worthy of note.   If the hypothesized bit h. is complemented, 

the variable aQ is complemented.   This can be seen by examining the tree diagram in 

Figure 1-2.   Complementing h. (making it a 1 instead of 0 in this instance) takes you 

from the upper branch leaving the node immediately behind the present search node 

to the lower branch.   This complementing of h , however, also e< mplements the 

check bit associated with hypothesis hQ and thus produces the complement of the out- 

put variable aQ for the branch ahead of the search node.   Thus, if a0 had been a 1 

with a hypothesized h   equal to 0, then complementing h   would have caused a   to 

be equal to 0.   Complementing h   has no effect on the variable a    however, since a 

is a function of the node from which h- emanates but not of h   itself. 
HYPOTHESIS ENCODER 

(72XXX1) 

SW-1230 
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CHECK BIT MEMORY 

Figare 1-4.   Decoder Distance Variable Generator 
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As discussed previously, the actual encoder will have the form of the one 

shown in Figure i-3 rather than that of Figure 1-1.   Figure 1-5 shows a block diagram 

of the encoder, "hypothesis memory, "and variable generator to be employed.   In the 

shift forward mode h- is hypothesized to be one whenever the algorithm set c equal 

to f ne during a forward shift.   In a manner identical to the deletion of the first tap 

connection previously, the first bit of the impulse response is deleted.   Figure 1-6 

shows the etiüQ*; of the hypothesis complementing variables c and c'.  As stated, 

the vars ible c control? the hypothesis h. for the branch leading to the present search 

node.   Similarly, c' controls hypothesis h„ for the branch leading to the previous noH». 

All complementing is accomplished on a forward step and the new hypothesis h0 is 

always zero.   This leads to the forward step alternatives shown in Figure 1-6.   Because 

the memory contains the summed impulse responses and not the hypotheses, this must 

be taken into account when shifting hypotheses out of the memory.   This accounts for 

the modulo-2 summations that are functions of a constraint length of the last bits (newest 

or oldest) in the hypothesis memory, as shown in Figure i-5.   The modulo-2 summa- 

tions on the newest bits take care of the backing up of the decoder and the modulo-2 

summations o*» the oldest bits take care of the output stream used to correct errors 

in the information sequence.   Note that using this load and unload technique, the end 

bits in the memory actually are the hypotheses for bits in these positions - no other 

impulse responses are summed in with the bit» in these positions.   This means that 

the hypothesis h (previously called h.) shown in Figure 1-3, 1-5 and 1-6 is «imply the 

value of the first stage of the encoder shown in Figure '-1. 

The variables an, a   and a   are the results of modulo-2 summing of stored 

check bits of the zero branch alternatives leaving the present and two previous hypo- 

thesized nodes.   Figure 5 shows the taps in the hypothesis memory to obtain tho 

required information directly.   Thus, the "a"variables discussed in the previous 

section are directly available in the impulse response encoder.   The algorithm uses 

only the h- shift of the hypotheses.   For this reason the subscript is dropped and the 

variable h is available in the first stage of the hypotheses memory. 

1-2   FANO THRESHOLD ALGORITHM 

With the above preliminaries, the logic used in the Fano threshold algorithm 

can be described in detail.   The logic employed is shown in the flow diagram of 

Figure 1-7.    Figures 1-8 and 1-9 consist of individual diagrams of the  received dis- 

tance trees for each case in the forward and back search routines.   Several additional 
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variables are employed in the logic presented; these will be discussed briefly prior 

to a step-by-step description of the logical steps. 

The variable M is the metric accumulator.   This variable represents the 

accumulation of the tilted distance function minus threshold tightenings and is used 

to decide whether the encoder is traversing the correct path.   The variable 9 indicates 

whether a threshold tightening is allowed.   The variable Ais the increment of thres- 

hold release or tightening. 

Two variables employed in this algorithm that are not used explicitly in pre- 

vious algorithms are the variables * and FLAG.   * is a variable used to indicate 

whether the algorithm is in the forward or backward search mode (0 in the forward 

search and 1 in the back search).   The variable FLAG is used to denote the beginning 

of a two node move forward.   When the variable a. = 1, the decoder is moved forward 

and FLAG is set equal to one.   This indicates that on the next move the hypothesis h 

must be chosen such that a» will be zero. 

Finally, the metric increments used in the algorithm are 1, a, and ß.   When an 

agreement path is followed, 1 is added to the metric.   When a double disagreement 

path is followed ß is subtracted from the metric, and when a tie branch is followed a 

is subtracted from the metric accumulator.   A final set of variables is used in the 

flow dia"- im pictured in Figure 1-7 to denote the depth into the tree.   The variable n 

is an induA of tree depth associated with the present search node.   The variable KBACK 

is used to indicate the maximum allowed backup.   It is updated during a move forward 

to a new depth into the tree.   KBACK is then a constant distance behind the node of 

deepest penetration.   If the decode backs up to KBACK, * is set equal to zero, the 

accumulator is increased by A and forward search is begun.   Initially, KBACK is set 

equal to zero and is not updated until the depth of penetration reaches a distance such 

that KBACK should be increased. 

The algorithm begins with all the variables including the accumulated M set 

equal to zero.   The hypothesis memory is also zero set at the beginning of a block 

search.   The process shown as n = n + 1 or n - n - 1 in the flow diagram of Figure 1-7 

represents shifting the contents of the registers shown in Figure 1-5 either to the right 

or to the left depending upon whether the step is forward or backward. 
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1-2.1   FORWARD SEARCH 

In the forward search, indicated by $ = 0, there are two major logical distinc- 

tions as shown in Figure i-7, a. = 0 and a   = 1.   The flow diagram is simple in the 

forward search but each case is described in the following.   Figure 1-8 shows the 

received distance tree diagrams for the cases individually.   The initial cases are sim-  . 

pie but the responses to the latter cases are not obvious.   The convention followed in 

Figure 1-8 and i-9 is to use upward pointing arrows for the present search node and 

downward pointing arrows to represent the node reached as a result of the indicated 

response. 

Case FI represents a condition illustrated in Figure 1-8.   The node search 

pointer is presently pointing at a node whose metric is less than the threshold estab- 

lished at A- 1 and, since the variable a. is zero, the best path increment is indicated. 

The search pointer advances one node while incrementing the metric accumulator by 

one.   Since the metric increments are always integers, this requires that the metric 

value at the end of the forward step equal to or less than A- 1.   In Figure 1-8 the 

increment on the branch immediately prior to the present search node is shown as a 

one also.   This will be true since all forward search steps terminate on a best branch 

node. 

Case F2 shown in Figure 1-8 illustrates a threshold tightening.   Since a   is zero, 

the best path increment is indicated but M is not allowed to be A or greater as long as 

9 = 0.   Hence, when M is equal to A - J at the beginning of case PI, the search pointer 

advances one node while incrementing M by one but tightening by A making M = 0.   Note 

that threshold tightening necessarily nets M = 0. 

When 9 is equal to 1 and a. is equal to 0, you have case FU represented in 

Figure 1-8.   In this instance, since no threshold tightening is a.uowed because 9 is 

equal to 1, the metric accumulator is increased by one and a forward shift is indicated. 

This exhausts possibilities for the condition that aft is equal to 0 in the forward search. 

When a   is equal to 1 in the forward search, there are two cases to be dealt 

with.    The metric accumulator compared with n discriminates between these cases. 

Case F5 is the case of a   = 1 occurring when M^ff.   Since M >a a forward step is 

allowed causing a decrease in the metric by a.   Because of the complementary nature 

of the encoder discussed previously, it w.ll alwayo oe possible to follow a tie. metric 
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decrease by a best branch increment. Proper selection of the tie path allows this. 

This case is a two nods move forward and the two possible moves depending on the 

selection of the tie path are illustrated in Figure 1-8. 

The procedure for making the advance is as follows (see Figure 1-7).   When 

the conditions of a. = 1, M <- oe are detected in the forward mode, M is tested to see 

if e^can be set equal to 0 as a result of the forward steps.   Following this,the variable 

FLAG is set equal to one and M is adjusted for the entire forward sequence; a single 

forward step follows.   Tic FLAG variable is detected on the next cycle, and comple- 

menting variable c is set equal to a., and FLAG is cleared.   The subsequent forward 

step completes the process.   Note if M= A+ or - 1 at the beginning of the sequence of 

two moves, a threshold tightening is necessary.   Hence, M is adjusted to zero for 

the two forward move sequence.   This case le F5b and is shown in Figure 1-8. 

The second case occurs when the metric accumulator is iess than a.   Since 

afl = 1, the subtraction of tt from the metric accumulator is required to proce, 1 ahead 

Since M is not great enough to permit this, we are forced to initiate a back search 

unless M - 0.   If indeed M = o, then this is case F4.   Since all forward search stepo 

terminate on a best branch node, M can only be equal to zero due to a threshold tight- 

ening.   Thus, M may be increased by A and the forward search mode is continued with 

a procedure similar to case F5.   When M is not equal to zero and a back search is to 

be initiated, 9 and the back search variable $are set to one.   It should be noted that 

back search is only initiated due to this condition:  aft = 1, a   = 0 and 0 < M ^ a. 

1-2. 2  BACK SEARCH 

in the bä:.k search mode most cases are turn around cases.   That is, the move 

originates in the back search mode and terminates in the forward search mode.   This 

accounts for the fact that the final node is often ahead of the initiating node.   The first 

test to be performed in back search mode is the test for maximum allowed backup. 

If the index of tree depth n is equal to the maximum allowed backup KBACK (this could 

be the origin of the tree for initial back searches), then M is increased by A and the 

forward search is begun.   This backup barrier can be thoujfi   of as a reflecting wall. 

When the decoder backs up to KBACK, the decoder is sent forward on the same paths it 

backed up on but with the metric increased by A.   This use of KBACK allows for a 

design that must only store a number of .odes equal to KBACK it» order to decode. 

Hence, the amount of rapid access storage is minimized and the need for transfer of 

data from the slow access bulk storage is unnecessary during back search. 
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After testing for n >KBACK, if test is true, the variable FLAG is tested. 

The results of this test pertain to the multiple node back search sequence case B7 and 

will be discussed later.   The next test is for M > 0.   If this test is false, three possible 

moves can be made 'epending on hypothesis h made at the node behind the present ncde. 

If h - 0, then case Bl, shown in Figure 1-9, is encountered.   In this case, M = 0 resulted 

from a threshold tightening.   Therefore, M is incremented by A + 1 and the decoder 

advances one node along the best branch node.   If h = 1, then the path immediately behind 

the present node must have been along a double disagreement.   The two possibilities 

are case B2 if a  = 0 and case B8 if a0 = 1.   Case B2 in Figure 1-3, results because 

no alternate path exists since h = 1 indicates that the better path has already been tried 

and is found not to satisfy the existing threshold.   Hence, ß is added to the metric 

accumulator and the decoder is stepped back. 

ase B8 involves a turn around, a change of a hypothesis and a selection of 

a second tie hypothesis to assure a good branch on the forward step.   Since ru = 1, 

the node prior to tbe present node is reached as the result of a tie decision.   If, however, 

the present node is equal to KBACK + 1, this move cannot be performed as that would 

reuuire the change of hypothesis behind KBACK and no hypotheses are stored farther 

back than KBACK.   Hence, under this condition, case B2 must be performed instead 

of case B8.   After testing to determine the case, the metric is tested to decide whether 

Ö is to be set to zero and whether the result of the move will require a threshold tight- 

ening (case B8b).   The complementing and oath selection are accomplished oy setting 

c' = 1, c = a„.   Since a   is a function of the complementing, a. is used.   The forward 

step accomplishes the required branch selection and the c and c< variables are cleared. 

If the test M > 0 is found to be true, the hypothesis h is again tested.   Again 

cases B2 or 88 resuit if h = 1.   If h - 0, then the remaining cases B3 through B7 are 

possible.   Case B3 represents an instance when M is too small to allow cases B4 or 

Bb and a„ = 0 so cases B6 or B7 aro not possible.   Thus, there is no alternative 

available to switch forward, so the metric increment one is subtracted from the accum- 

ulator and the decoder is shifted back one step. 

Cases B4 ,ind B5 are instances in whioh the accumulatot value is sufficiently 

large to permit the selection of a worst case path.   The difference between the cases 

is ths value of a0 and, thus the path to be followed on the step forward.   The Figure !~9 

illustrating cases 34 and B5 show different values of a~, but this does not enter into the 

-512- 



CASEB2 

3+* 

CASE B4» 

CAStBl 

1069-2WO      „ 
tföciASSIFIED 

CASE B5* 

A* 8* a 

[l*a 

CASE B«> 

CASE Bib 

Figure a 1-9.   Back Search Distance Diagrams for Fano Threshold Algorithm 

-513- 



.»♦ i 

CASE 86a 

CASEBM 

,vj.. 
s\ 

CASE 87 

106^6'M CASE B8t CAS£ 6!ib 
UNCLASSIFIED """" 

Figure 1-9.   Back Search Distance Diagrams for Fano Threshold Algorithm (Continued) 

-514- 



logic of the case«.   The cases B4b and B5b are performed when a threshold will be 

necessary as a result of the move.   In caseB4, since a. = 0 for the present search 

node a» will be one when the hypothesis h is changed.   This will allow a forward step 

identical to F5 after the complementing of h. 

Case B5 shows thpt since a   = 1 at the present search node it will be equal 

zero after the complementing of h.   Therefore, the direct single step move shown is 

initiated. \ 

The remaining cases represent instances in which a_ is equal to one.   That is, \ 

the node prior to the one being examined is reached as the result of a tie decision. \ 

Cases B4 and B5 represented instances where the accumulator valre permitted the 

selection of a worst path.   When the accumulator is less than ß + 1, however, cases 

B6 or B7 are encountered. 

If the metric is a < M < ß + 1, then case Bf> results.   Case B6 involves a 

turn around, a change of a hypothesis and a selection of a second tie hypothesis to 

assure a good branch on the forward step.   As in case B8, if the present node is 

equal to KBACK + 1, thus move cannot be performed since that would require the 

change of hypothesis behind KBACK.   Hence, instead case B7 is used to back up to 

KBACK.   After testing to determine the case, the metric is tested to decide whether 

0 is to be set to zero and whether the result of the move will requiie a threshold 

tightening (Case B6b).   The complementing and path ...election are accomplished by 

setting c' = 1 and c = a...   Since a   is a function of the complementing, aft is used. 

The forward step accomplishes the required branch selection and c and c' variables 

are cleared. 

If M s oc then case B6 cannot be performed and the decoder must be backed up 

along at least one and maybe a multiplicity of tie branches.   This one or a multiplicity 

of the branches is handled by the logic shown for case B7.   The move always begins 

on a good node and continues until another good node is reached.   This is accomplished 

by the FLAG being set to one.   The test for FLAG = 1 is the first test after testing 

for the decoder backing up to KBACK.   As long as a. = 1 during the backup, FLAG = 1 

and the metric is? incremented by a as the decoder steps back.   When a node is found 

where a, - 0, indicating a good branch selection, FLAG is set equal to zero and normal 

backup is resumec'.   This case concludes the search logic for the Fano threshold 

algorithm. 
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1-3.1   MODIFIED THRESHOLD ALGORITHM 

One of the major disadvantages of the Fano threshold algorithm is the occurrence 

of extremely long back searches necessary if several threshold loosenings are required. 

This case occurs when a path through an error pattern consisting of a large number of 

errors must be found.   Therefore, a modified threshold algorithm was proposed to min- 

imize these long back searches.   In this algorithm the threshold increments were made 

small to detect an error pattern quickly that was causing the metric to decrease.   How- 

ever, it is not desirable to back up for every single disagreement (a   = 1) as the condi- 

tion will occur occasionally due to a check bit error.   Since the threshold increments 

were small, the metric was allowed to build up to 2 a due to double agreement paths 

(aft = 0) and the threshold tightening was chosen equal to one.   Thus, after the metric 

built up to 2 Cü due to a« -- 0 paths, additional a« = 0 paths v/ill result in thresho'd 

tightenings keeping the metric at 2 or since the increase in the metric due to an a   =0 

path is also equal to one.   The value 2 awas chosen because this allows a maximum of 

two a   - 1 paths consecutively but a double disagreement path requires a threshold 

release since ß > 2 a.   The threshold release increment A is a variable that can be 

changed to optimize performance.   However, simulations indicate that A = 1 gives 

optimum performance. 

In the Fano threshold algorithm, threshold tightenings can be detecting during 

backup when M = 0 is tested and h = 0.   In the modified threshold algorithm, there are 

numerous possible moves to arrive at M = 2 a and it is impossible to detect a threshold 

tightening during backup.   Thus, a new variable A must be added to indicate threshold 

tightening.   This variable represents an added bit of storage that is employed to main- 

tain this memory.   The extra bit of storage is associated with a hypothesized pat ' and 

is required over the span of the allowed back search. 

1-3.2  FORWARD SEARCH 

The logic used in the algorithm is shown in the flow diagram of Figure I--0. 

The moves are identical to the ones used in the Fano threshold algorithm except those 

involving threshold tightenings and releases.   The algorithm begins with the variables 

9, * , c, c', FLAG, KBACK, and n set equal to zero.   The metric accumulator M is 

set equal to 2 a .   The initial tightening memory 'jit A (0) is permanently set equal to 

one, the remaining bits in this memory are set to zero.   The hypothesis memory is 

also set to zero at the beginning of a block search 

-516- 



G0 

g 
u 
8> 

o 
CO 

I 

S 
l 

-517- 



In the forward search, indicated by * ~ 0, cases Fl and F3 shown in Figure 1-11 

are identical to the corresponding cases in the Fano threshold algorithm except that the 

decision between Fl and 73 is at M < 2 a instead of M <    A.   Case F2 occurs when the 

forward search has reached the maximum threshold gap and no further increase is 

allowed while 8 is equal to zero.   This instance really represents the increasing of 

the metric by 1 and a subsequent tightening of the metric by 1; thus, no change in metric 

results.   The variable A (n +^ 1) is set equal to one to indicate that a threshold tightening 

has occurred at this step.   The dashed lines show the two possible paths followed by 

get to the present search node in this case.   Agai.i, they must be best branches, the 

difference is whether a threshold tightening occurred. 

When aft is equal to 1 in the forward search, either case F4 or F5 is encountered. 

Case F4 is the case in which M < a .   Since a» = 1, the subtraction of a from the metric 

accumulator is required to proceed ahead.   However, M is not great enough to permit 

this and back search is initiated.   The action that is required is that Ö and the back 

search variablere set equal to 1.   The reason that there is no alternative in this case, 
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Figure 1-11.   Forward Search Distance Diagrams 
for Modified Threshold Algorithm 
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is that because of the forward search logic employed, a^ must always be equal to zero 

in this case.   Therefore, to complement this hypothesis and thus allow a zero at aQ 

would cause a decrease in the metric by ß - 1 which would also violate the threshold 

condition.   It should be noted that case F4 is the only condition that initiated a back 

search. 

Case F4 is shown in the logic diagram (Figure I-10) by the line leaving the 

M < oi test in the forward search and transferring to the back search mode.   Entrance 

to the back search at the point indicated is allowed because the FLAG test has already 

been performed and M < a implies A(n) = 0. 

The second case of a0 = 1 is F5 and occurs when M a a (the value of 6 is 

immaterial).   Case F5 is similar to case F5 of the Fano threshold algorithm without 

the possibility of case F5b.   Since M ^ a a forward step is allowed causing a decrease 

in the metric by a.   Proper selection of the tie path allows the second move of this 

two sequence to be along a double agreement path.   The procedure for making the 

necessary advance in case F5 war described for the case in the Fano threshold 

algorithm. 

1-3.3   BACK SEARCH 

As in the Fano threshold algorithm, the first test to be performed in the back 

search is to test fo^ maximum hookup.   If the index of the tree depth, n, is equal to 

KBACK, then M is increased by & and the forward search is begun. 

After testing for n > KBACK, if this test is true, the variable FLAG is tested. 

As before, this test pertains to the multiple node back search sequence case B7. The 

next test to be performed in the look-back mode is the test of A(n). If A(n) equals one 

for the present search node a threshold tightening occurred at this node in the forward 

search. If A(n) equals one, three different reactions take place as noted by cases Bla, 

Bib, Bic in Figure 1-12. 

The first time the search returns to a node where the threshold was tightened, 

the value of the accumulator will be 2a.   When this occurs, cases Bla and Bib result. 

Briefly, the threshold is released by an increment & and a forward search is initiated. 

The two cases result from test of &Q.   For these cases, the A(n) variable is not reset 

so that memory io retained of the threshold tightening. 
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If the search returns to a tightened node again, the value of the accumulator 

will be 2a + A .   When this occurs, case Blc results.   The algorithm now makes new 

paths available for the decoder to search by stepping back one node.   The accumulator 

is compensated for the threshold changes by subtracting (& - 1).   Further, A(n) is sut 

equal to zero for the present search node and the back search node continued.   This 

exhausts the alternatives when A(n) = 1. 

For A(n) = 0, the cases B2 through B8 are possible.   Since none of these cases 

involve threshold tightenings, they are identical to the previously described back 

search cases B2, B3, B4a, B5a, B6a, B7, and B8a of the Fano threshold algorithm 

which also involve no threshold tightenings.   In the Fano threshold algorithm, cases 

B4b, B5b, B6b,andB8b provided the necessary threshold tightenings in the back 

search for that algorithm. 

1-4.1   BLOCK RESYNCHRONIZATION TAIL ALGORITHM 

When block resynohronization is used instead of statistical resynchronization, 

special attention must be given to the moves into and inside the tail sequence.   Inside 

the tail sequence, there are no threshold tightenings and the decoder must hypothesize 

zeros for the tail sequence since the present decoder structure calculates a syndrome 

from the incoming data stream.  Therefore, the basic tail algorithm consists of two 

forward search moves and two back search moves.   The forward search moves depend 

on aQ.   For a„ = 0, the move is to add one to the metric accumulator and advance one 

node.   If the correct hypotheses were made before the tail sequence, aQ = 1 can only 
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occur due to an error in the check bit.   Thus, if a„ = 1 occur« too often, an incorrect 

hypothesis must have been made previous to entering tail and the decoder should back 

out of the tail.   For aQ = 1, the move is to subtract » from the metric accumulator if 

M £ a and advance one node.   However, if M < a the decoder should initiate the back 

search.   Since the decoder cannot change the hypotheses from zero within the tail, the 

decoder should back all the way out of the tail.   Therefore, the two back search moves 

are the counterpart of the forward moves.   During the backup of each node, a one is 

subtracted from the metric accumulator for aj = 0, and r is added to the metric 

accumulator for ai = 1. 

While the basic tail algorithm is quite simi.'e, the algorithm becomes compli- 

cated by the transition between the normal algorithm and the tail algorithm.   The flow 

diagram for complete tail algorithm is shown in Figures I-13a and I-13b.   The basic 

algorithm consists of case Fl and F2 for the forward search and cases B3 and B7a for 

the back search.   As mentioned, there are no threshold tightenings within the tail 

sequence.   However, at n = ITAIL (the beginning of the tail sequence), the normal 

algorithm could have caused a threshold tightening.   Therefore, it is necessary to test 

for M = 0 in the Fano threshold algorithm shown in Figure I-13a or to test for A(n) = 1 

in the modified threshold algorithm shown in Figure 1-14 as a replacement set of moves. 

Figure 1-15 illustrates the two basic forward search moves, Cases Fl and F2. 

Case F3 in Figure 1-15 can occur at n = ITAIL when the Fano algorithm is used.   In 

this Case M - 0, aQ = 1, a.. = 0 and h = 0.   Therefore, a threshold tightening must have 

occurred.   The move is to add A-a to the metric accumulator and move forward. 

Case Bl shown in Figure I-13a occurs in the Fano threshold algorithm when the 

decoder backs up to n = ITAIL with M = 0, h = 0, a, = 0 and afi = 0. In this case, M is 

incremented by A and the decoder moves forward along the double agreement path. 

This case is identical with the Case Bl of the normal Fano threshold algorithm. Like- 

wise, cases Bla, Bib, and Blc occurring due to a threshold tightening at n = ITAIL by 

the modified threshold algorithm are identical to the cases Bla, Bib, and Blc of the 

normal backup outside the tail for this algorithm. 

Cases B2, B5, B7 and B8 can only occur at n = ITAIL and are identical with 

the corresponding cases B2, B5, B7 and B8 in the normal algorithms.   Cases B3, BSa 

and B3b are really identical cases occurring at different places in the tail.   Case B3, 
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Figure 1-14,   Flow Diagram - Modified Threshold Algorithm at ITAIL 
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Figure 1-15.,   TAIL Forward Search Distance Diagrams 
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as shown in Figure 1-16, occurs inside the tail and the move consiscs of subtracting 

one from the metric accumulator and stepping back one node regardless of whether 

a  = 0 or 1.   Cases B3a and B3b are essentially the same case but starting from 

ITAIL + 1 and IT AIL, respectively.   Both cases occur only when a- = 0, a  = 0, and 

h = 0. 

Case B-* shown in Figure 1-16 is a shortened version of the normal case B4. 

The shortening results from the requirement that all hypotheses within the tail must 

be zero.   This, the move begins by hypothesizing a one for the branch beh;nd ITAIL. 

Since aQ = 0 before h was set to one, the move forward is moved along a tie branch 

but the npvt hypothesis must be zero and therefore the decoder cannot select the tie 

branch that would be followed by a afi = 0 path.   Hence, the move is ended after 

advancing along the tie branch instead of advancing along the selected proper tie 

branch and continuing along the double agreement path as is done in the normal case 

B4. 

UNCLASSIflfD 

M 

CASE B3 

2n>l 

ITAIL 
CASE B6c 

-Cv 
CASl B7a 

0 + a 

ITAIL 
CASE B4 

I TAU 

CASI B6b 

Figure 1-16.   Tail Back Search Distance Diagrams 
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Case B6a occurs at n = IT Ail« and is idei tical with case Bö of the normal 

algorithms.   Ifafl= 1, then a similar case can also occur at n = IT AIL + 1.  Since 

a„ = 1, then if the hypothesis behind ITAIL is set to one, the required choice of the 

h - 0 tie branch leads to a a  = 0 path.   Hence, case B6b is identical with the normal 

case B6 with the exception that a. = 1 is required and it is not necessary to make a 

selection on the final tie branch.   If aQ = 0, then case B6c is possible when M 2 2a+ 1. 

Since aQ = 1 after the complementing, the h = 0 tie branch leads to another tie branch. 

Therefore, the move consists of making the hypothesis behind ITAIL equal to one, 

selecting the h = 0 of the second tie branch atd advancing along the third h = 0 tie 

branch.   The metric accumulator is then decreased by 2a + 1.   If M is too small tc 

allow the B6 cases, then the decoder must continue to back up along a normal B7 case. 

The final case to consider is Case B7a.   This case is one of the back search cases of 

the basic tail algorithm.   It is a single move back along a tie branch.   If a series of 

these Case 37a cases occur as the decoder backs up to n = ITAIL + 1, it is necessary 

to switch from case B7a to case B7 by setting FLAG - 1.   This is necessary since 

within the tail it is possible to end a forward move with aj = 1 which is not possible 

outside the tail.   Therefore, the decoder cannot back up along a tie branch outside the 

tail unless FLAG = 1. 

This completes the description of the tail algorithm and the normal decoding 

algorithms necessary to the sequential decoder design. 
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APPENDIX n 

RANDOM NUMBER GENERATOR PERFORMANCE 

upon investigation of the random number generator used for the initial sequen- 

tial decoder simulations, it was found that the generator had dependency between 

generated numbers.   The arogranr for testing the dependency in the generator is 

presented here, along with dependency that was four; i.   Using this test program, a 

random number generator with satisfactory statistics was found for a computer with 

24-bit woras. 

> 
The sequential decoder is operated assuming that the transmitted data is ail 

zeros.   Thus, an error produced by the channel is indicated by a one.   A random 

number generator used for simulation of the channel is required to first produce num- 

bers between zero and one that are samples from a uniform distribution.   To produce 

a one for an error using samples from a uniform distribution, an interval equal in 

magnitude to the probability of error is assigned.   Then, if the sample falls in this 

interval, the received digit is a one; otherwise, the received digit is a zero.   However, 

the channel simulation scheme used for the initial results generated two received digits 

from each sample of the uniform distribution.   In this case, the interval from zero to 

one is divided into four subintervals, eorrefiponding to the probability of a double error, 

the probability of only an error in the first digit, the probability of only an error in the 

second digit, and the probability of two correct digits. 

To test for dependency between the generated digits, a number of digits equal to 

ICON were generated.   The number of ones in the set of ICON digits was recorded and 

another digit was generated.   Taking this digit and the ICON-1 previously generated 

digits, the number of ones in this set of ICON digits was recorded and the process 's 

reper *«}d.   Thus, examining each set of ICON digits by replacing the oldest digit with 

the r.ew'v generated digit (sliding aperture) each pattern of ones and zeros is recorded. 

For example, suppose ICON equals 2 and the pattern 01100011 was generated. 

By the scheme described, the event of 0 0 occurs twice, the event 0 1 occurs twice, 

the evert 1 0 occurs twice, and the event 1 1 occurs twice.   Notice the event 1 1 only 

is recorded once if the first set of two digits is examined, chen the third and fourth 

digits, etc.   Thus, not all possible dependency between digits may be detected without 

the sliding aperture scheme. 
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The dependency between digits is found by comparing the statistics obtained 

from the sliding aperture measurements and the theoretical probability of each event 

assuming a binomial distribution of the digits.   The FORTRAN program that makes 

the sliding aperture measurements and computes the theoretical probability of each 

event is presented in Table II-l.   The random number generator presented in Table 

II-1 is the generator used in the initial simulations.   By generating 400,000 digits, 

Table IJ-2 compares the dependency measurements with the theoretical expectations 

at probability of error equal to 0.04. 

Table II-l.    FORTRAN Program to Test Dependency 
of Random Number Generators 

DIMENSION P(50),PMC50),IPS(50) 
TYPE  101 
101 F0RMAT($PR0B,IC0N,NRAN,IRANS/) 
ACCEPT   1OO,PR0B,IC0N,NRAN,IRAN 
100  F0RMAT(F7.4,3I9/O 
Q=l.-PR0fl 
IC0NUIC0N+1 
D0   1   Isl,IC0NI 
IS = I-1 
1 ?(I)=B(IS, IC0N)*PR0B**IS*Q**.(IC0N-IS> 
TYPE  103 
103   F0RMAT</$CALCULATED  ERR0R  PROBABILITIES*//) 
TYPE  IO2,CP<I),lsl,IC0NI) 
102 F0RMATC4EI5.7/) 
D0 2   1=1,IC0N1 
PM(I)=0 
2 IPS(I)=0 
PR0B1=PR0B**2 
PR0B3=1.-PR0B+PR0B1 
D0 3   1=1,NRAN 
Ct   BEGINNING  0F RANDOM  NUMBER  GENERATOR   T0 BE T:STED 
IRAN=IRAN*4097+5033325 
IF(IRAN)  375,376,376 
375 IRAN=IRAN+S388607+1 
376 RND=!RAN 
RND=RND/8388607. 
INF0=l 
ICHCK = 1 
IF(RND-PROBl)   106,107,107 
107 ICHCK r:0 
IFCRND-PR0B)   106,108,108 
108 iNF0=O 
IFCRND-PR0B3)   106,109,109 
109 ICHCK: 1 
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Table II-1 (continued) 

C:   END 0F RAND0M   NUMBER  GENERAT0R   T0  BE TESTED 
106 JM0D=M0D(I-1,IC0N)+1 
IPS(JM0D):INF0 
IM=1 
D0 4 J=l,IC0N 
4 I«-IM+IPS(J) 
PM(IM):PM(IM)+1. 
JM0D=M0DUfIC0NHl 
IPS(JM0D)=ICHCK 
IM=1 
D0 5  J=1,IC0N 
5 IM-:IM+IPS(J) 
3 PM(IM)=PM(1M)+1. 
C0UNT=2*NRAN 
D0 6  1=1,IC0N1 
6 PM(I)=PM(I)/C0UNT 
TYPE  104 
104 F0RMAT(/$MEASURED ERR0R PR0BABILITIESS//) 
TYPE  lO5,<PM(l>fI=l,IC0Nl) 
105 F0RMAT(4E15,7/) 
END 
FUNCTI0N B(I,N) 
Bsl. 
IFCI)   502,502,501 
501 D0 500 Jsl   I 
500 B=B+(N-I+J)/J 
502 RETURN 
END 

Notice that the measured probability of three errors in an aperture of four or 

five is about twice the probability predicted by theory.   In an attempt to decrease the 

dependency, the random number generator was modified such that only one digit was 

generated at a time.   Also of importance is where the subinterval of the uniform 

distribution corresponding to choosing the digit equal to one is placed.   For generators 

of the form 

X^j = aX. + C (Mod M) (1) 

where M = 2 , only the most significant bit of the binary representation of the generated 

number has the maximum period.   The other bit periods decrease with bit position until 
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Table II-2.   Performance of the Original Random Number Generator 

ICON 
Nur nber of Errors in Aperture ICON 

0 1 2 3 4 5 

2 

3 

4 

5 

Theoretical 
Measured 

Theoretical 
Measured 

Theoretical 
Measured 

Theoretical 
Measured 

0.9216 
0.9214 

0.8847 
0,8844 

0.8493 
0. 8486 

0.8154 
0.8137 

0.C768 
0.0769 

0.1106 
0.1107 

0.1416 
0.1427 

0.1699 
0.1733 

1.6 x 10"' 
1.73 x 10 

4.6 x io";! 
4.8 x 10"' 

8.847 x IO"!? 
8.238 x 10"' 

1.416 x 10"^ 
1.152 x 10 

6.4 x 10~^ 
4.5 x 10 

2.458 x 10"^ 
4.925 x 10" 

5. 898 x 10"^ 
1.343 x 10"^ 

2.56 x 10~5 

0 

1.229x10";? 
8. 75xl0~ö 

1.024X10"7 

C 

the last bit is always 1.     To decrease dependency resulting from the short periods of 

the least significant bits of the generated numbers, the subinterval corresponding to 

the choice of a one was chosen to be dependent only on the most significant bits of 

the generated numbers.   Thus, if the sample falls in the subinterval nearest one, an 

Table II-3.   Program for Modified Random Number Generator 

IRAN=IRAN*4097+5033325 
IF(IRAN)   375,376,376 
375 IRANrIRAN+8388607+1 
376 RNDsIRAN 
RNDrRND/8388607. 
INF0=O 
IFCRND-Q) 106,107,107 
107 INFBsl 
106 IRAN=IRAN*4097+5033325 
IF(IRAN)   475,476,476 
475 IRANsIRAM+3388607+1 
476 RNDrlRAN 
RND:RND/838S607. 
ICHCKsO 
IF(RND-Q)   108,109,109 
109   ICHCKsl 

"Random Number Generating and Testing," Refsrence Manual C20-8011. IBM Corp , 
New York, N. Y.,  1959. 
Barnett, V. D. , "The Behavior of Pseudo-random Sequences Generated on Computers 
by Multiplicative Congruential Method, "Math Comput. , Vol.   16, pp. 63-69, 1962 
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Table II-4.   Performance of the Modified Random Number Generator 

ICON Number of Errors in Aperture ICON 
0 1 2 3 4 

2 

3 

4 

Theoretical 
Measured 

Theoretical 
Measured 

Theoretical 
Measured 

0.9216 
0.9217 

0.8847 
0.8848 

0.8493 
0.8498 

0.0768 
0.0766 

0.1106 
0.1108 

0.1416 
0.1411 

1.6xl0~3„ 
1.63x10 

4.608xl0~3 

4. löxlO"3 

8.847xl0~3 

8.96xl0-3 

6.4xl0"5
4 

2.22x10 

2.458X10"4 

2.3 x 10~4 
2.56xl0"6 

0 

error is indicated by choosing the digit equal to one.   Table 11-3 presents the FORTRAN 

program of the random number generator to be tested    Q in the program is equal to 

one minus the probability of error    Table II-4 compares the dependency measurements 

at a probability of error equal to 0. 04    Notice that for this generator the measured 

probability of three errors in an aperture of three is about 3 5 times the probability 

predicted by theory.   Henees it was decided that this generator was not adequate even 

when modified. 

After examining numerous random number generators, the generator presented 

in Table II-5 seemed to give the required independency between generated digits within 

the accuracy obtained by generating 400, 000 digits.   Table 11-6 presents the results of 

dependency measurements at a probability of error equal to 0. 04. 

Table 11-5.   Program for Chosen Random Number Generator 

IRAN=IRAN*2Q51 
IRAN=IRAN-<IRAN/4194504>*4194504 
IF(IRAN) 575,376,57s 
175  IRAN=-IRAN 
376 RND=IRAN 
RNDsRND/4194505. 
INF0=O 
IK(RND-Q)   106,107,107 
107  INF0sl 
106  1RAN=IRAN*2051 
IRAN:IRAN-CIRAN/4194504)*4194504 
IF(IRAN)   475,476,476 
475 IRAN=-IRAN 
476 RND=IRAN 
RND=RND/4194305. 
ICHCKsO 
IF(RND-Q)   108,109,109 
109  ICHCKsl  
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Table II-6.   Performance of Chosen Random Number Generator 

ICON 
Number of Errors in Aoerture ICON 

0 1 2 3 4 5 

2 
Theoretical 0.9216 0.0768 1.6X10"3 

1.54x10 Measured 0.9211 0.0773 

3 
Theoretical 0.8847 0.1106 4J608xlO_J 6.4x10"^ 

6.0xl0~ö Measured 0.8841 0.1113 4.54X10"3 

4 
Theoretical 
Measured 

0.8493 
0.8486 

0.1416 
0.1424 

8.847xl0~i? 
8.825x10 

2.458x10^} 
2.325x10 

2.56X10"6 

5.0xl0-6 

5 
Theoretical 0.8154 0.1699 0. 01416 5.898x10 "^ 

5.225x10 
l..,29xl0~5 1.024x10' 

-7 

Measured 0.8143 0.1710 0.01417 2.25X10"5 0 
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APPENDIX HI 

S/N LOSS IN A LOW-PASS CLIPPER -CORRELATOR 

Digital computation of the correlation between a received signal plus noise and 

the replica signal can be performed after time sampling and amplitude quantizing.   For 

the present discussion, the replica signal when sampled is represented by a sequence 

of random binary digits (± 1).   The noise will be presumed to be independent for each 

sample and described by a probability density p(x) with average power (second moment) 
2 

equal to a .   The sampled received amplitude is 

v v ± i + x (1) 

depending on the polarity of the signal. 

If an infinite clipper is utilized,, the amplitude v is quantized to one of two allowed 

values, represented as ± 1.   Then, the correlator output for that sample is 

Correlator amplitude ■  + polarity (± 1 + x) (2) 

where the sign is used depending on the polarity of the signal.   The signal-to-noise ratio 

(S/N) after summing over many samples is a measure of signal detectability, and is of 

interest here.    Compared with a linear (unquantized) correlation, the S/N loss is well 
2 * known to be 2/ff, or 2 db, if x is Gaussian distributed with zero mean, and a   is large. 

Since the average correlator output is required to compute S/N, Equation (2) may 

be averaged to obtain 

Average correlator amplitude  =  1 - 2P (3) 

where P -  average probability of error in quantizing the received amplitude on the 

basis of polarity. 

* 
M. Kanefsky, "Detection of Weak Signals with Polarity Coincidence Arrays, " 
I.E.E.E. Trims, on Information Theory, Vol. IT-12, pp. 260-268; April 1966. 
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"While the S/N loss for Gaussian noise is relatively small, there exists no 

guarantee against complete loss of correlation.   For example, suppose that x is itself 

a random binary waveform of amplitude exceeding unity, so that the polarity of v is 

dominated by the polarity of x.   This loss of correlation can be prevented by adding a 

noise perturbation prior to the clipping process.   Alternatively, this may be viewed as 

shifting the threshold away from the zeio level .   The problem is to select a distribu- 

tion for the threshold shift which optimizes performance. 

Let the threshold shift be denoted by ß, with the probability density g{ß).   For 

a particular ß, thn probability of error averaged over the two signal polarities can be 

written as 

P = \ Prob (x + ß >1) +1 Prob, (x + ß < -1) 

= \ - | Prob (-K x + ß < 1) (4) 

The average probability of error averaged over all allowed ß is 

03 1 P = \ - \ f   g(8) * /p(y + ß) dy i5) 
-co -1 

If the noise probability density p(x) is known, the probability of error is minimized by 

setting ß so that 

1 

/ P(y + ß) dy =  Maximum (6) 

-1 

and 

P - r - r I  f P(y + ß) dy (7) 
max over ß 

= |-|l/p(y^)dy 

It is seen that a probability density which tends to a maximum at zero will call for a 

threshold setting at ß = 0.   As a simple generalization, Gaussian noise with a non-zero 

mean calls for ß to be set at the mean in order to maximize the correlation. 

W. L. Foot, "Communications Through Unspecified Additive Noise, " 
Information and Control, Vol. 4, pp. 15-29; 1961. 
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If the noise distribution is unknown, a minimax (game theory) concept may be 

utilized.   Here the threshold shift is selected in accordance with a probability density 

giß) which is defined to minimize the probability of error for the worst noise distribution. 

Equation (7) gives a lower bound for the worst case probability of error, since the 

threshold shift density g(/3) was selected to combat a specific noise density p(x).   In order 

to obtain the greatest lower bound, a p(x) is to be found which yields 

1 

Minimum J fpty + ß) dyj (8) 

-1 'max over ß 

The minimum value which has been found occurs (ov a uniform distribution satisfying 

the average power constraint, or 

p(x) =— ,   - ßv< x <'R'<T (9) 
2 fio 

From this, one obtains (assuming a > 1//T) 

1         1_ 
2 JTa 

Worst rsase P > ■? -     (10) 

A corresponding upper btu..d is to be found next. 

The complement of the above procedure is to assume a threshold shift density 

g(/3) and compute the worst noise density p(x) which yields an upper bound on probability 

of error.   It is desired to find the least upper bound.   This computation yields an 

upper bound because the best strategy on threshold shift has not necessarily been 

utilized. 
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As a first approach, assume o>> 1 so that g(ß) tends to be essentially constant 

over a region of width 2.   Then Equation (5) may be rewritten with the substitution 

x = y + ß and approximated 

as 
OO X+l 

p= \ ' 2 / p(x)dx f *Mdß 
-00 J 

■»■z 
-00 X-l 

(11) 

p(x) g(x) dx 
'-os 

To obtain an upper bound on probability of error, let. the threshold shift 

strategy be 

g(/3)   =  A? -B < /? < B 2B (12) 

This is chosen as minimizing the maximum of g(/3) when ß is confined to a finite range. 

Using Equation (11), the noise density which yields the maximum probability of error, 

subject to the average power constraint is easily verified to be 

2 /        2\ 2 
-2—   ö(x + B) + (l - •%) ö(x) +-2-Ö   6(x - B) 
2B^ N     B / 2BZ (13' 

if B > a.   In Equation (1°) it is presumed that only the impulse at x = 0 falls within the 

i-ange of ß given in Equation (12).   (If B < a, the density p(x) can be chosen to yield 

P = 1/2, and this clearly is not the least upper bound). 

Substituting Equation (13) into Equation (11) yields 

a2" 
=   2   *   2B   V1 " B2J (14) 

and the least upper bound occurs for 

B - {3  a (15) 
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yielding 

Minimax P <   — 
"    2        3/57 <16> 

This upper bound is slightly higher than the lower bound previously obtained and 

given in Equation (IG).   However, a tighter bound can be found by a more general 

approach using the approximation of Equation (11). 

The minimax solution corresponds to selection of non-negative density 

functions p(x) and g(x) which, respectively, simultaneously minimize and maximize 

Equation (11), subject to the constraints 

oo 

fg(x)<ix=l (17) 

00 

fp(x)dx=l (18) 

-00 

/ 
-00 

x2p(x)dx <   a2 (19) 

If the Eulcr equation for a constrained extremal is applied in an attempt to solve 

the problem, one obtains 

p(x) -Xj =0 

(20) 

2       3 
g(x)-X9-X„x2 =0 

It will be shown in a direct manner that the form of the solution given in Equation (20) 

is, in fact, correct when the range of x is restricted to that given in Equation (9). 
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If the expression for g(x) in Equation (20) is normalized as required by 

Equation (17), one obtains 

X   + X   a2 = (21) 

Similarly, Equation (9) gives the normalization for p(x), assuming equality in 

Equation (19), and substitution in Equation (11) gives the right side of Equation (10), 

as might have been anticipated.   This is independent of the specific selection of 

X   andX .   The density function g(x) is on the boundary of becoming negative for 

the choice yielding 

*«  "^F   (l--3^),-^<r<x<v7a (22) 

Equation (22) turns out to be the desired minimax probability density of threshold 

shift, as will now be demonstrated by considering an arbitrary p(x) satisfying the 

constraints, Equations (18) and (19). 

The inequality is obtained 

73* a oo V3~CT 

/ x2p(x)dx <   I x2p(x)dx - 3a2     1 - / p(x)dx 

-jTo i* -/To 
JJ(T 

(23) 

9 2 < o    - 3a   + 3a    / p(x)dx ■■'I. 
-/So 

by noting that the second moment is decreased if the total probability outside 

-JTc < x<\ß a is concentrated just outside this range.   Then, by substitution 

of Equation (23), Equation (11) becomes 
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/ä*a 

-73a   3a   ' <24> 

< JL_ _i_ 
~ 2     27J0 

which improves on the previous bound of Equation (16) and equals «he lower bound 

of Equation (10).   Note, also, that the equality applies for any p(x) totally confined 

within - ^3 a <  x < \J~3 a and having the second moment a . 

Thus, a direct proof has been given demonstrating the minimax probability 

of error and defining a threshold shift density function to achieve the minimax 
2 

against an arbitrary noise of second moment < a .   Although the derivation 

starting with Equation (21) presumes the range - \fö a < x < >/T a, it can be gen- 

eralized to an arbitrary range. The initial presumption is then found to yield the 

least upper bound on probability of error. 

9 
For large a , the preceding result can be interpreted in terms of S/N loss, 

since P—-0.5, and the variance of the correlator output approaches unity.   Hence 

v  clipped 3a x   input 

Thus, the minimax loss of signal-to-noise ratio is 4. 8 db, regardless of the actual 

distribution of the noise. 

The minimax strategy for obtaining the guaranteed loss of Equation (25) may be 

as shifting the threshold randomly for each sample within the range -i/Tcr < x < JW o 

in accordance with the probability density in Equation (22).   Note that the range is 
2 

determined by the desired interference power a   which is to be tolerated. 

The above results may also be interpreted directly as probability of error for 

a binary communication channel.   Against the worst ease interference of specified 

average power, the probability of error is guaranteed to be bounded, and there is a 

loss of 2. 8 db compared ■.vitii performance optimized against Gaussian noise of the 

same average power. 
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APPENDIX IV 

DIGITAL MATCHED FILTER FOR QUADRIPHASE AND 
DOPPLER SHIFTED SIGNALS 

In Section 7.5.2, a concept of a digital matched filter for synchronization is 

described with reference to a biphase modulated signal.   The discusaion presumed 

the carrier frequency to be known exactly (i.e., within a maximum allowable offset 

error depending on the duration of integration).   Thus, the simplest case has been 

presented.   The actual problem may require the matched filter to handle quadriphase 

modulated signals and signals with a carrier offset due to Doppler and oscillator 

instability.   Extension of the basic approach to these cases is now described; however, 

without further discussion of quantization effects. 

For reference, the basic digital matched filter for a biphase signal is shown 

again in simplified form in Figure IV-1.   The pseudorandom binary sequence is 

represented by A(t), and the unknown carrier phase error is 0.   The function *. is 

intended to represent the correlation between the received sequence and the replica 

sequence stored in the matched filter.   Interference is present but not shown. 

When a carrier frequency offset is introduced on the signal ar>d tne local 

oscillator remains fixed,  the received signal may be written in the form 

s(t)   -   A(t) cos (u   HuDH9) (1) 

The quadrature components from the two produce detectors are 

Inphase =  A(t) costo^t cos 0 - A(t) sin u^t sin 0 

Quad  -   A(t) sinoo-jt cos 0 + A(t) cosw^t sin 0 
(2) 

Hence, a match to the offset signal requires replicas for both A(t) cos u^t and 

A(t) sin wnt.   Figure IV-2 shows the digital matched filter for this case.   It is, of 

course, necessary to store quantized versions of these two functions, and as mentioned 

above the effects of such quantization will be ignored for this discussion.   In a binary 

matched filter, these functions can be infinitely clipped to retain only polarity 

information. 

To cover a given frequency uncertainity, the matched filter can be postulated 

as using a set of discrete values of cün.   The allowable separation depends on the 

duration T of integration.   A reasonable specification is roughly l/2T.   Since the 
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phase change is w over the duration of integration for this maximum Spacing, the 

worst-case integration loss is approximately 20 log Q [sin (ir/2)/(ir/2)\, or 4 db. 

A quadriphase modulated signal may be viewed as the quadrature sum of two 

independent biphase signals.   Assuming no carrier frequency error, the quadriphase 
signal may be written as 

s(t)  -    <\(t) cos (u   t -< 9) -i B(t) sin (u   t i 9) c c (3) 

where A(l) and B(t) represent the two independent pseudorandom binary sequences 

resulting in four possible phases.   The quadrature components then are 

In-Phase  =   A(t) cos 9 > B(t) sin 9 

Quadrature =   B(t) cos '.• - A(t) sin 9 
(4) 

The similarity of Equation (4) with Equation (2) for the case of an offset frequency 

with a b phaje modulated signal may be noted.   Figure IV-3 shows the matched 

filter configuration for this case.   Here, <!>. and <*>    denote the correlation functions 

for A(t) and'B(t) with their respective replica waveforms. 

QUADRIPHASf  IF 
SIGNAL IN 

A it' cos 'tot < »'■ 
B H1 sin 'Cut * t i 

SnV llnO 
UM lASSlMEl 

cost)! 

sin 0)1 

A ll' cos f * B i(l sin * 

L. L. P.  MATCHED HLTR 

MA1CHED TO A if AND B if 

■A it' sin» . B t' (OS* 

L. P. MATCHED MITTR 
MATCHED TO    A HI AND B U> 

#. (os $ 

•Rsm. 

o- 
♦A sm • 

On cos» 

On 

v?. ,' -*- 

♦ 
10 DECISION 

CIRCUITS 

Figure rV-3.   Complete Low Pass Matched Filter for 
Quadriphase Signal No Doppler. 
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Finally, when frequency uncertainties are present, the received signal is of 

the form 

s(t)       A(t) cos (co  t + unti 6)H B(t) sin (to  t i u>   t ^ 9) (5) 

and the quadrature components arc 

In-Phase       (A(t) cosco^t i B(t) sinw.-t] cos 9 

[A(t) sin Ü-.1 - B(l) cos wnt] sin 9 

Quadrature -   [B(t) cosuJ - A(t) sinco^t] cos 9 

- [B(t) sinu^t t A(t) cos to „t] sin 9 

(6) 

which requires matched filters for the four functions A(t) cos u^t, A(t) sin w^t, 

B(t) cos a3„t, and B(t) sin w^t.   Figure IV-4 shows the matched filter configuration 

for this case. 

Since the complexity of the matched filter for either biphase or quadriphase is 

doubled by a requirement to accommodate a frequency offret, a system design which 

does not display Doppler offsets outside the maximum frequency error (^ 1/2T) is 

desirable.   A system involving burst transmissions is one such example, since the 

speed up for the burst gives a corresponding reduction in Doppler sensitivity. 
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APPENDIX V 

OPTIMUM SPACING FOR DELAY LOCK TRACKING 

In the analysis of delay lock tracking presented in Section 7.6.1.4 an expression 

for the mean square error was derived.   This result is based on a linearized model in 

which the rms error is small compared with the region of linearity for the error char- 

acteristic.   Application of maximum likelihood estimation principles leads to a configu- 

ration having a linear range which approaches zero; hence, the previous conclusion that 

the optimum correlator spa -Urg for delay lock is zero (leading to correlation with the 

derivative of the waveform) is valid only in the limit of signal-to-noise ratio approaching 

05.   The threshold region must still be further investigated. 

In this discussion, a finite spacing is presumed for the delay lock tracking with 

an unfiltered signal having the ideal triangular autocorrelation function.   Figure V-l 

shows the error characteristic for a typical spacing 2T . where the signal power is 

S and the PN clock interval is T .   The output noise density for the delay lock tracker 

is given by Equation (217) of Section 7.6.1.4, and for the case of no filtering reduces 

to 

o o cr N (°Ut)  -   4N r,/T (1) 

where N   is the received noise density (one sided).   Since the slope of the error 

characteristic in the vicinity of zero error is 

^VTc Error slope = —- -   2 tfS/T (2) 

the mean square tracking error is 

9        N <out>BT N BT 

•*■   li^F ■ ~ Td c (J) 

where BT is the noise bandwidth of the linearized tracking loop.   Equation (231) of 

Section 7.6.1.4 reduces to Equation (3) for the same assumptions. 
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Figure V-l.   Error Characteristic for Delay Lock Tracking 

The problem is now evident that a threshold exists.   Note from Figure V-l 

that T . is the limit of linearity, while Equation (3) shows the rms time error due 

to noise is proportional to JT ,, other parameters being fixed.   Although Equation (3) 

predicts a constantly decreasing error as T , is decreases   the region of linearity will 

be exceeded at some value of T ,.   Hence, an optimum choice T , may be eypected. 

As an approximate first analysis, consider the quasi-linearization approach- 

which has been applied to demonstrate threshold in a phase lock loop.   This approach 

replaces the nonlinear erroi characteristic by an equivalent pain (i.e.. slope) for a 

linearized model, g-iven by 

oo 

Equivalent slope =     /   h'(r)p(T)dT (4) 

-oo 

where 

h(r)  -    error characteristic 

p(r)  =  probability density of the rime error, 
assumed to be Gaussian distributed. 

With this equivalent slope, the closed loop bandwidth BT can still be defined meaning- 
2 fully.   For the case of zero mean error and a variance cr      , Equation (4) is evaluated 

for the characteristic of Figure V-l to be 

TA 2 in   2 
a . -T  A'or 

Equivalent Gain * f    (]/§" 2/T ) —- 
J fa 

AT   dr 

-rd -"Ar 

\IS2. 
r c 

^[<MTd/«rAT)-*(-V<rAr)] (5) 

.I.A. Develet. Jr., "A Threshold Criterion for Phase-Lock Demodulation. " 
Proc. of IRE. Vol. 51, pp. 349-356, February 1963. 
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considering, for simplicity,  only the central portion of the error characteristic as 

significant.   For (r      —> 0, the expression reduces to the slope at T    0.   For larger 

cr    , the equivalent slope is reduced, which increases the error t'sing Equation (3) 

with the equivalent slope substituted.   This becomes 

2       «y /   o  L\ d_c  
" AT   

= \    S    JT7TZ      \    */      /      vl2 (6) 

Minimization of Equation (6)  by varying TJ is now to be carried out.   In 

normalized form, this is equivalent to maximizing the function 

f(x)   -    f$ (x) - * (-x)]2/x (7) 

which occurs at x     1.4.   Thus, the optimum j , satisfies 

£•  -   1.1 (8) 
AT 

which relates the optimum spacing to the tracking error, and the minimum rtna error 

is computed to be 

AT 
T c 

N B. 
2-1^ 0) 

min 

for the optimum r , given by Equation (8).   Equation (9) reflects the decrease in 

optimum T j as S/N BT increases, a o  L 

As an illustration, if S/N BT = 20 db, the theoretical minimum tracking error 
0     Li 

is 0.02 of the PN bit interval, and the optimum separation is T . = 0.024 of the PN 

bit interval.   Referring to Figure 7-81, this result indicates a minimum actually will 

occur in the curve marked B = oo, when the saturation effect is taken into account. 

In the bandlimited case, also illustrated in Figure 7-81, the performance varied 

much less (essentially not at all for B = 1. 5TT) with the separ  -ion T ,.   Thus, considering 

practical filtering requirements, the choice of delay lock separation is not critical.   With 

saturation brought In again, the design tendency should be towards larger T ,. 
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As a somewhat more sophisticated analysis leading to a similar conclusion, 

consider the following criterion of estimation: 

Select time delay r for maximum total likelihood (10) 
within interval of width 2oK AT 

This should be contrasted with the estimator previously described in Section 7.6.1. 2, 

which selected T to maximize likelihood at one value of time.   Using Equation (200) 

of that section, the proposed criterion may be expressed as 

T+(TAT T/2 
Max 

T 
O 

*X  J       dxexp ~-   j   r(t)s(t-x)dt (11) 

-T/2 

where 

r(t) received signal plus noise 

s(t) known waveform 

T smoothing interval 

The maximum is obtained as a solution to the equation setting the derivative 

equal (o zero. Differentiating with respect to r, which appears only in the limits of 

integration, gives 

T/2 T/2 

CXPr0   J      r(t)8(t"To ~ *V dtJ ~ eXPj if J     r^S<t-To4(7Ar)dt( <12> 

It is observed that the criterion leads to a nonlinear processing; however, the opera- 

tion of creating an error by correlating with finite separation of the replica waveform 

again suggests the delay lock configuration with j finite spacing equal to the width 

accepted for error. 

-548- 



APPENDIX VI 

TWO RANGE DIFFERENCE AND ALTITUDE LANDING CONFIGURATION 

This appendix derives the aircraft position from the indicated measurements. 
The following equations apply: 

(x-x1)
2+(y-y1)

2+(z-z1)
2=r1

2 (1) 

(x-x2)2+(y-y2)2+(z-z2)2=(r1+d1)
2 (2) 

(x-x3)2+(y-y3)2+(z-z3)2=Cr1*d2)2 (3) 

2=h (4) 

A flat earth, which is assumed in order to get (4), is a valid approximation for the 

coverage regions under consideration (about 20 nmi distances from touchdown point). 
Subtracting Equation (2) from (1) and (3) from (1) yields 

Oyyj +    (yy +     _J±_ _ x^y^-x^2^2-^2 

y
 x2-x. x2"xl        ** X2"X1 2(x

2-x,) 

^3*yl5 (23-Zl5 *2 X32+>32+Z32-Xl2-yl2-Zl2-d2 
2 

x+y —- + z + r 
X3"X2     X3"X1    * X3"X1 ^(XJ-XJ) 

Now let 

X.  = x.-xi;        Y. ■=-. y.-yi;        Z.  = z.-Zjj 

x1
2*yi

2*»i
2-x1

2-y1
2-»1

2-d?.1 
Di =  2  

and we obtain 

Y Z2        rd D2 
X+>' X2    +  Z ^   + -X7   S    Xj (5) 

*3 ^ + 
rld2 D3 x+y xT + z xt   ~xT =  ~ (6) x

3 3        "3 -S 

Subtracting (6) from (5) and using (4) yields 

/Y2      Y3\     h/
Z2      Z3\ /dl      d2\       D 2      D3 

2      *3 
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or 

Let 

Then, (7) becomes 

or 

y+h 
\h  hi 
(Y2      h\+Tl 

v2' hi 

/dl      d2\       /D2 

VX2 " V       VX2 
/Y2      Y3\       /Y2 
\x2 " x3;   \x2 

h) 

h> 

A. 
l 

Y. 
- _L • 
" X.   ' 

l l 
Ci      x.   • E.   i 

l 

D. 
l 

: X. 
l 

.   B2"B3 C2'C3      E2'E3 y+h ä~"-T~   
ri T^r= ä~WT 

2    3 2    3        2    3 

E2-E3-hCB2-B3) C2-C3 

Let 

and 

E2-E3-h(B2-B3) 
Hi = X7K  y, 

c7-c, 
H   - - 

2 ~ A2-A3 

Then, (8) becomes 

y = HrriH2 

Substituting A      B     C     and D   into (6) with z = h yields 
3'     3'     3 

Putting (9) into (10) yields 

*+WW k hVrlC3 = E3 
or 

from which 

X+A3H1+hB3+r,tC3-A3H2)  * E3 

x = Ej-AjHj-hBj-rjCC,-A,IU) 

(7) 

VA3 ri VA3 (8) 

(9) 

«♦yAs*hBJT1CJ = E3 (10) 
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Let 

and 

Then 

«3= WrhB3 

H4 = C3-A3H2 

x * H3"rlH4 (11) 

Now, putting (9) and (;i) into (1) with z - h gives 

(Hj-rjH^xp^CHj-TjH^ypZ+Ch-zpZ = r^ 

or 

[(Hj-xp-rjH^^KHj-yp-rjH^^Ch-zp2 = r^ 

or 

Let 

Ji"H3'xi.;     J2*HryiJ     J3ch'Zl 

Thus, 

r^H^-l] - 2r1(H4J1+H2J2) ♦ V+J
2

2+V " ° 

Let 
A •- H2

2*H4M; B = H4J|+H2J2; C = V*J2
2*Jj2 

Thus the x and y coordinates of the aircraft are: 

x '■ H
3-rlH4 (12> 

y - Hj-r^ (13) 

+B±/B*-AC~ 
rl =     Ä  

A = H?
2+H4-l; B = H4J1+H2J2; o = V'V'V 

where 

Ji= W       J2= Hryr        J3= h'zi 
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Hl = 

H. 

H, 

WW^Vs'W 
Y2X3-Y3X2 

dlVd2X2 
Y2X3-Y3X2 

D3Y2-D2Y3-^Y2Z3-Y3Z2^ 
Y2X3"Y3X2 

d2Y2-dlY3 
Y2X3.Y3X2 

X,  = 

D.   = 

w Y. - y^i Z.  = z.-Zl 

x1
2*yi

2*»i
2-x1

2-y1
2-x1

2-dig1 

2 

The next step in the analysis is to compute the x and y coordinates of the 

aircraft by substituting the above expressions into equations (12) and (13).   This will 

then yield the position of the aircraft in cartesian coordinates (x and y) as functions 

of the location of the three ground stations (x., y^ Zj), time of arrival information 

(d     d_), and the altitude of the aircraft, h. 
1 £ 

Thus looking at (13) 

y - Hj-r^ 

y - Hrn2 

Solving for the terms in this expression 

(H4J1+H2J2)±/(}l4J1+H2J2)'i-(H2^H4
ii-l)(J1^J2^J^) 

H *+H/-l 2      4 

H 2+H 2-1 = 2      4 
/ dlVd2X2 \ / d2Y2-dlY3 \ 
VV?V7/      +VY2VY3X2/ 

(13a> 

H ,2+H 2-1 
2      4 

d1
2(X32.Y32),d22(X22>Y22)-2d1d2(X2X3.Y2Y3) 
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H2
2*H4

2-1 = 
d12(X3^Y32)+d22(X22+Y22)-2d1d2(X2X3+Y2Y3).(Y2X3-Y3X2): 

(Y2X3-Y3X2P" 

(14) 
Now 

d Y -d.Y d X -d X 

WV2 =      Y2X3-Y3X2    <VV + -Y^-YTT" °W 

d2Y2-d 

Y2VY3 

dlVd2X2 
Y X  -Y  X T2 3    3*2 

M D3Y2-D2Y3-h(Y2Z3-YiZ2^ 
Y2X3"Y3X2 

(■ 

D2X3-D3X2-h(Z2X3-Z3X2 

Y X -Y X 
2*3    3*2 

-) 

(Y2X3-Y3X2)^        d2D3Y22-d2D2Y2Y3-d2Y2h(Y2Z3-Y3Z2^-dlD3Y2Y3 

+ dlD2Y32+dlY3h(Y2Z3-Y3Z2^dlD2X
3
2-dlD3X2X3 

-d1X3h(Z2X3-Z3X2)-d2D2X2X3+d2D3X22+d2X2h(Z2X3-Z3X2) 

d1Y3x1-d2Y2x1.d2X2y1-d1X3y1 

Y2X3-Y3X2 

%w d2D3(X2 +Y2 )+dlD2(X3 +Y3 )-d2D2(X2X3+Y2Y3) 

d1D3(X2X3+Y2Y3)+d1[Y3h(Y2Z3-Y3Z2)-X3h(Z2X3-Z3X2)] 

+d2[X2h(Z2X3-Z3X2)-Y2h(Y2Z3-Y3Z2)] 

*d1(Y3x1-X3y1)(Y2X3-Y3X2)+d2(X2y1-Y2x1)(Y2X3-Y3X2) 

■] 
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"4VV2 = 

CY2X3-Y3X2^ 
d2D3(X22+Y2)+din2(VtVHX

2V
Y2W2+dlD3) 

+d1[Y3h(Y2;!3-Y3Z2) + X3h(X2Z3-X3Z2) + (Y3x1-X3y1)(Y2X3-Y3X2)] 

-d2[Y2h(Y2Z3-Y3Z2) + X:h(X2Z3-X3Z2) + (Y2xrX2yi)(Y:X3-Y3X2)] 

(15) 

The rational part of 

2   4 

(d1X3-d2X2)M 
Hl *     (Y2X3-Y3X2) (dj (XJ*Y|)+d- CX<+YJ) -2dld2 (X2X3+Y2Y3) - W^TfiP 

Where 

M » d1D2(x2+Y2)+d2D3CX2+Y2) 

-(d2LYd1D3)(X2X3+Y2Y3)+d1[X2X3(Z3h+Y3y1)+Y2Y3(Z3h+X3x1) 

■X2(Z2h+Y2y1)-Y2(Z2h+X2x1)] 

♦da[X2X3(Z2h+Y2y1)*Y2YjCZ2h*X2x1)-X|(Z3h*Ysyl)-Y2(Z3h*XjX1)] 

Rational part of y 
D2X3-D3X2-h(Z2X3-Z3X2) 

Y2X3-Y3X2 
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d1
2(X3

2^)^d2^X2^Y2^-2did.(X2X^Y2Y3)-(Y2X3-Y3X2) = 
H2+H4-l=     (^7 " 

(14) 

Now 

d2Y2'dlY3 

d2Y2-d 

(H 
dlX3-d2X2 

3"X15  +    Y,X7-Y.X,    (Hryl} 

2 2    3 2 

dlX3'd2X2 
Y2X3-Y3X2 

(Y2X3-Y3X2F 

1Y3       (V*± 
3X2       V Y 

2V
h(Y2Z3-Y3Z2 J-.J 

2X3-D3X2-h(Z2X3-Z3X2) 

Y2X3"Y3X2 •'■) 
d2D3Y22-d2D2Y2Y3-d2Y2h(Y2VY3V-dlD3Y2Y3 

♦ d1D2Y32+d1Y3h(Y2Z3-Y3Z2)+d1D2X32-d1D3X2X3 

-d1X3h(Z2X3-Z3X2)-d2D2X2X3+d2D3X22+d2X2h(Z2X3-Z3X2) 

Y2X3"Y3X2 

0779^ d2D3(X2 +Y2 )+d1D2(X, +Y3 )-d2D2(X2X3+Y2Y3) 

dlD3 »2 V W +dl I Y3h ^2 V^W "V <Z2V Z3X2> 1 

+d2[X2h(Z2X3-Z3X2)-Y2h(Y223-Y3Z2)] 

*d1(Y3x1-X3yi)(Y2X3-Y3X2)+d2(X2y1-Y2x1)(Y2X3-Y3X2) 
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Vl+H2J2 

(Y2X3-Y3X2). 
d2D3(X22+Y22)+d1D2(X32+Y32).(X2X3+Y2Y3)(d2D2+d1D3) 

+d1[Y3h(Y2Z3-Y3Z2)+X3h(X2Z3-X322)+(Y3x1-X3y1)(Y2X3-Y3X2)] 

-d2[Y2h(Y2Z3-Y3Z2)+X2h(X2Z3-X3Z2)+(Y2x1.X2y1)(Y2X3-Y3X2)] 

(15) 

The rational part of 

M    H       
(Vl+H2J2j 

y = H1'H2    H.AH*-1 2      4 

(djX3-d2X2)M 
Hl-     (Y2X3-Y3X2) (d| (XJ+Y j) +d< CXJ*Y-)-2dxd2 (X2X3+Y?Y,) - (Y^-Y^) * 

Where 

M = d,D2(Xj*Y|)*d2D3(X|+Y|) 

(d2D2+d1D3)(X2X3+Y2Y3)+d1[X2X3(Z3h+Y3y1)+Y2Y3(Z3h+X3x1) 

-X3(Z2h+Y2yi)-Y2(Z2h+X2Xl)] 

*d2[X2X3(Z2h+Y2yi)+Y2Y3(Z2h+X2x1)-X2(Z3h+Y5y1)-Y2(Z3h+X3x1)] 

Rational part of y = 
D2X3-D3X2-h(Z2X3-Z3X2) 

Y2X3-Y3X2 
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Cd1Xs-d2X)M 

(Y2X3-Y3X2)[d1CX^)+d^X^).2d1d2CX2X3+Y2Y3)-(Y2X3.Y3X2J^] 

[X2(hZ.-D3)-X3(hZ2-D2)][d2(x2+Y2)+d5(X^:2)-2d1d2:X2X3+Y2Y3) 

-(Y2X3-Y3X2)2]-(d1X3-d2X3)M 

(V3"Y3X2)[d!(X3+Y3)+d2(X2+Y2)"2dld2(X2X3+Y2Y3)"(Y2X3'Y3X2)2] 

(16) 

Looking back at (13a), the irrational part of 

+H2 

h|+H2-i 
(J1+J2H4)(J1-J2H4)+(J2+J1H2)(J2-J1H2)+2H2K4J1J2 

-J2(H2+H^-1)]
% 

Looking at parts of this expression 

+H, 
2 -  (d1X3-d2X2)(Y2X3-Y3X2) 

W1 d2(x2+Y2)+d2(X2+Y2V2d1d2(X2X3+Y2Y3)-(Y2X3-Y3X2): 

_d1X2Y2-d1X3X2Y3-d2X2X3Y2+d2X2Y3 

Denom 

_ X3Y2(d1X3-d2X2)+X2Y3(d2X2-d1X3) 

Denom 

+H, 

H2+H2-1 

+  (d2X2-dlX3)(X3Y2-X2Y3) (17) 

d2(x2+Y2)+d2(x2+Y2).2did2(X2X3+Y2Y3)-(Y2X3-Y3X2): 

Looking inside the radical ai the various terms 

J1+J2H4 " H3-xi+(Hi_yi)H4 

D3Y2-D2Y3-h(Y2Z3-Y3Z2)   ^ + d^^ 

Y2X3"Y3X2 
1    Y2X3-Y3X2 
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■D3X3i-D2X3Y2Y3-D3V2Y3+D2X2Y3-h(X3Y2Z3-X3Y3Y2Z2-X2Y2Y3Z3+X2Y3Z2) 

-xl<Y2X3"Y3X2)2+d2D2y2X3-d2D3Y2X2"dlD2X3Y3+dlD3X2Y3 

-h(d2Y2X3Z2-d2Y2X2Z3-dlY3X3Z2+dlY3Z3X2)-yi(Y2X3-Y3Y2)(d2Y2-dlY3) 

(Y2X3-Y3X2)2 

dlX2Y3(D3"hZ3)+d2Y2X3(D2_hZ2)"dlX3Y3(D
2"hZ2)"d2Y2X2 <D3-

hz
3> 

+X3Y2(D3-hZ3)+X2Y2(D2-bZ2)-X2Y2Y3(D3-hZ3)-X3Y2Y3(D-hZ2) 

"*1 (Y2X3-Y3X2) (d2Y2-dlY3>"«lCT2,t3-Y3X2)' 

9    5""    i   y 

- X3(D2-hZ2)(d2Y2-d1Y3) 

+X2(D3-hZ3)(d1Yi-d2Y2) 

+Y2(D3-hZ3)(X3Y2-X2Y3) 

+ Y3(D2-hZ2)(X2Y3-X3Y2) 

-yi(Y2X3-Y3X2)(d2Y2-d1Y3) 

-Xi(Y2X3-Y3X2)2 

2   i~l3  2 

J1+J2H4K (d2Y2"dlY3)[X2(hZ3"D3)"X3(hZ2"D2)_yl(Y2X3"Y3X2)] 

+(Y2X3-Y3X2)[-Y2(hZ3-D3)+Y3(hZ2-D2)-Xl(Y2X3-Y3X2)] 

(Y2X3-Y3X2)2 

(18) 
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JrJ2H4s WW^ 
D3Y2-D2Y3-h(Y2Z3-Y3Z2) (d2Y2-d1Y3) 

Y2X3-Y3X2 1    (Y2X3-Y3X2) 

D2X3-D3X2-h(Z2X3-Z3X2) 

Y2X3"Y3X2 
-Yi 

=D3Y2X3-D3X2Y2Y3-D2X3Y2Y3+D2Y3X2-h(X3Y2Z3-Y2Y3X2Z3-Y2Y3X3Z2+Y3X2Z2) 

-x1(Y2X3-Y3X2)2-d2D2Y2X3+d2D3X2Y2+d1D2X3Y3-d1D3X2Y3 

+h(d2Y2-3Z2-d2Y2X2Z3-d1Y3X3Z2+d1Y3X2Z3)+y1(d2Y2-d1Y3)(Y2X3-Y3X2) 

(Y2X3-Y3X2)2 

= d1X2Y3(-D3+hZ3)+d2Y2X3(-D2+hZ2)+d1X3Y3(D2-hZ2) 

+d2X2Y2 (D3-hZ3)+X3Y2 (D3-hZ3)+X2Y2 (Dj-hZ^ -X^Yj (D^hZ-j) 

-X3Y2Y3 (D2-hZ2) -xx(Y2X3-Y3X2) 2+Yl(d^-d^) (Y^-YJXJ) 

u2 3    3 2; 

= X3(D2-hZ2)(dxY3-d2Y2) 

+X2(D3-hZ3)(d2Y2-dlY3) 

-Y3(D2-hZ2)(Y2X3-Y3X2) 

+Y2(D3-hZ3)(Y2X3-X2Y3) 

-xi(Y2X3-Y3X2)2 

+y1(Y2X3-Y3X2)(d2Y2-d1Y3) 

(Y2X3-Y3X2)2 

J1-J2H4 -  (d2Y2-d1Y3)[-X2(hZ3-D3)+X3(hZ2-D2)+y1(Y2X3-Y3X2)] 

+(Y2X3-Y3X2)(-Y2(hZ3-D3)+Y3(hZ2-D2)-x1(Y2X3-Y3X2)] 

(Y2X3-Y3X2)
2 

(19) 
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J2+J1H2 " H1-y1+(H3-x1)H2 

D2X3-D3X?-h(Z2X3-Z3X2) |dlVd A\   ^Ws^^V^V 
YJU-Y.X* "yl  \Y,X--YJC„) I YJU-YJC» ~*1| 
'2"3    3"2 3    3 2i 2 3    3 2 

- D2x2Y2-D3X2X3Y2-h(X2Y0Z2-X3Y3X2Z2-X2X3Y2Z3+X2Y3Z3)-D^X^ 

+D3x2Y3-y1(Y2X3-Y3X2)2+d1D3Y2X3-d1D2X3Y3-d2D3X2Y2+d2D2X2Y3 

-hd1X3(Y2Z3-Y3Z2)+hd2X2(Y2Z3-Y3Z2)-x1(d1X3-i2X2)(Y2X3-Y3X2)-y1(Y2X3-Y3X2) 

(Y2X3-Y3X2) 

[d1Y2X3(D3-hZ3)-d1X3Y3(D2-hZ2)-d2X2Y2(D3-hZ3) 
' * i**o— * o"o / 

+d2X2Y3 (D2-hZ2)4X2Y3 (D3-hZ3) -X,X3Y3 (D2-hZ2) -X^^ (D^hZj) 

+x2Y2(D2-hZ2)-y1(Y2X3-Y3X2)
2-x1(d1X3-d2X2)(Y^-Y^)] 

« Y2(D3-hZ3)(d1X3-d2X2) 

+Y3(D2-hZ2)(d2X2-d1X3) 

-X2(D3-hZ3)(X3Y2-X2Y3) 

+X3(D2-hZ2)(X3Y2-X2Y3) 

-x1(Y2X3-Y3X2)(d1X3-d2X2) 

-yi(Y2X3-Y3X2)
2 

Vl«A~—I~X_/ 

J2+J1H2 " <d2X2"diX3)tY2(hZ3~D3)"Y3(hZ2"D2)+xl(Y2X3"Y3X2)1 

(Y2X3-Y3X,)[X?(hZ3-D3)-X3(hZ2-D2)-yi(Y2X3-Y3X2)] 

(ZU) 
(Y2X3-Y3X2)2 
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VJ1H2 * H1-y1-H2(H3-x1) 

D2X3-D3X2-h(Z2X3-Z3X2) 

Y2X3~Y3X2 
~yr (Y2X3-Y3X2) 

D3Y2-D2Y3-h(Y2Z3-Y3Z2) 

Y2X3-Y3X2 

=D2x2Y2-D2X2X3Y3-D3X2X3Y2+D3X^Y3-h(x2Y2Z2-X3Y3X2Z2-X2X3Y2Z?+X^Y3Z3) 

-y1(Y2X3-Y3X2)2-d1D3X3Y2+d1D2X^3+d2D3X2Y2-d2D2X2Y3 

+h(d1X3Y2Z3-d1X3Y3Z2-d2X2Y2Z3+d2X2Y3Z2)+x1(d1X3-d2X2)(Y2X3-Y;}X2) 

(Y2X3-Y3X2) 

= d X3Y2(-D3+hZ3)+d1X3Y3(D2-hZz)+d2X2Y2(D3-hZ3)-d2X2Y3(D2-hZ2) 

+X^Y2(D2-hZz)+x2Y3(D--hZ3)-X2X3Y3(D2-hZ2)-X2X3Y2(D3-hZ.}) 

-y1(Y2X3-Y3X2)2+x1(d1X3-d2X2)a2X3-;3v^ 

(Y2X3-if3X2) 

- Y2(hZ3-D3)(d1X3-d2X2) 

+X2(D3-hZ3)(X2Y3-XjY2) 

+Y;j(D2-hZ2)(d1X3-d2X2) 

+X3(D2-hZ2)(X3Y2-X2Y3) 

-yi(Y2X3-Y3X2)2 

+x1(dJX3-d2X2)(Y?X3-Y3X2) 

(Y2X3-Y3X2): 

J2"J1H2 (d2X2-d•X3)[-Y2(hZ3-D3)+Y3(hZ2-D2)-x1(Y2X3-Y3X2)] 

(Y2X3-Y3X2;[X2(hZ3-D3)-X3(hZ2-D2)-y1(Y2X3-Y?X2)] 

(Y2X3-Y3X2)2 (21) 
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J1J2H2H4 

D3Y2-D2Vh(Y2Z3-Y3Z2> 
Y2X3"Y3X2 

-x. 
D2x3-n3x2-h(z2x3-z3x2) 

Y-X.-Y.X,, 
2 3 3 t. 

-y. 

(d1X3-d2X2)(d2Y2-d1Y3) 

(Y2X3-Y3X2)2 

= [D3Y2-D2Y3-h(Y2Z3-Y3Z2)-x1(Y2X3-Y3X2) ] [D^^-MZ^-Z^) 

-yi(Y2X3-Y3X2)](dlX3-d2X2)(d2Y2-dlY3) 

J1J2H2H4 K (d1
x
3-
d2X?.)(d2Y2"dlY3)^2(D3"hZ3)"Y3(VhZ3)'Xl(Y2X3"Y3X2)1 

[-X2(D3-hZ3)+X3(D2-hZ2)-yi(Y2X3-Y3X2)] 

2 A     "\  2 

Let 

d2Y2"dlY3 = A 

d2X2"dlX3 = B 

X2(hZ3-D3)-X3(hZ2-D2)-y](Y2X3-Y3X2)  = C 

-Y2(hZ3-D3/+Y3(hZ2-D2)-x1(Y2X3-Y3X2)  « D 

d?(x2+Y2)-hl2(x2+Y2)-2d1d0(X,X,+Y-Y,)   - E VA3T13'™2tA2^2 

Y2X3"X3X2 

Looking at (17) 

2 3    2 3' 

+H. ±BF 

H|«J-1 

from (18} 

J1+J2H4 " 'F2  <AC+FD> 

(22) 

-560- 



from (19) 

from (20) 

from (21) 

JrJ2H4= K"(-AC+FD) 

J
2+J1H2 = -FTr-BIM-FC) 

J2"J1H2 = -F-(B1HFC) 

from (22) 

2J1J2H2H4 = -^r(-ABCD) 

.'.  the irr&üonal part of y r Ir(y) 

My)   B JI  [(FDrAC)(FD-AC)^(FC-BD)-2ABCD-(h-Zl)
2(E-F2)F2]'   (23) 

(E-F2)F2 

Earlier we had Equation (16) for the rational part of y = Ra(y).   Using Substitutions 

just shown, 

„   ,  .       (C-y.F)(E-F2)+BM 
Ra(y)  = 71     (24) 

F(E-F2) 

where 

A - d2Y2-dlY3 

B = d-X^-djX- 

C - X2(hZ3-D3)-X3(hZ2-D2)-yi(Y2XjY3X2) 

D - -Y2(hZ3-D3)+Y3(h7.2-D2)-x1(Y2X3-Y3X2) 

E = d^(X2+Y2)+d2,(x^+Y-2)-2d]d,(X2X3+Y2Y3) 

F - Y0X3-Y3X2 

M = d1D2(X2+Y2)+d2D2(X2+Y2)-(d2D2+d1D3)(X2X3+Y2Y3)+d1[X2X3(Z3h+Y3y1) 

+Y2Y,(Z3h+X3x1)-X2(Z2h+Y2y1)-Y2(Z2h+X2x1)]+d2[X2X3(Z2h+Y2y]) 

+Y2Y3(Z2hH-X2x1)-X2(Z3h+Y3y1)-Y2(Z3h+X3x1) 



Now looking back at Equation (12) for x and making the necessary substitutions: 

3    14 

* VH< Vl+H2J2±"\ (Jj+Jjl^)(J1-J2H4)+(J2+J1H2)(J2-J1H2) 

+2J1J2H2HA-J2(H2+H2-1) 

H2+H2-1 

The rational part of x = Ra(x) 

Ra(x) - H3-H4(H4J1+H2J2) 

R2+H2-1 

D3Y2-D2Y3-h(Y2Z3-Y3Z2) 

Y2X3"Y3X2 

(d2Y2-d1Y3)M 

(Y2X3-Y3X2)[dj(x2+Y2)+d2(X2+y2 

-2d1d2(X2X3+Y2Y3)-(Y2X3-Y3X2)
2] 

[Y3(hZ2-D2)-Y2(hZ3-D2)][d2(X3+Y2)+d2(x2+Y2)-2d1d2(X2X3+Y2Y3 

-(Y2X3-Y3X2)2]"(d2Y2-d1Y3)M 

(Y2X3-Y3X2)[d2(X|+Y|)+d2(x|+Y2)_2d1d2(X2X3+Y2Y3)-(Y2X3-Y3X2)2] 

Ra(x) «    1   
F(E-F2) 

(25) 

and the irrational part of x = Ir(x) 

lr(x)  E±H4V(J1+J2H4)(J1-J2HA)-f(J2-hJ1H2)(J2-J1H2)-H2J1J2H2H4-J^(H^H2-l) 

■S*J-i 
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H4 <d2Y2-dlY2)(Y2X3-Y3X2> 

?24-H2_I        ^2/Y2 . w?\>,\2 (V2A.V? H'+Hj-l      dJ(X^)+dJ(X|+Yp-2d1d2(X2X+Y2Y3)-(Y2X3-Y3X2)' 

d2Y2X3-d2X2Y2Y3-dlY2Y3X3+dlY3X2 
Denom 

Y2X3(d2Y2-d1Y3)-fY3X2(Y3d1-d2Y2) 

Denom 

(d2Y2-d1Y3)(Y2X3-Y3X2) 
xs     i ■    ■ ■   ■ 

Denom 

Thus 

Ir(x)   - + ~ [(FD+AC)+FC+BD)(FC-BD)-2ABCD-(h-z1)(E-F2)F2)]?   .2(. 
(E-F2)(F2) 

The final step in the derivation is to transform the (x. y.z h) coordinates of the 

aircraft into (d, 0, $>) coordinates by the use of the following equations. 

d =   Vx2-Hy2+h5 

6 = Arc Tan 
x 

$ = Arc Cos 

V*2+y?+h2 
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APPENDIX VH 
THREE RANGE DIFFERENCE LANDING CONFIGURATION 

This appendix derives the aircraft position from the indicated measurements. 

The following equations apply: 

(x-x^2 + (y-yi)
2 + (z-z^2 «= r][

2 (1) 

(x-x2)2 +  <y-y2)2 +  (Z-z2)2  -   (r1+d1)2 (2) 

(x-x3)2 +  (y-y3)2 + (z-z3)2 =  (ri+d2)2 (3) 

(x-x4)2 +  (y-y4)2 +  (z-z4)2  =   (r^)2 (4) 

Using Equations (1) - (4), ^ may be found by writing x as a function of 

y, z, and r , then writing y as a function z and  r1, and finally z to be written as 

function of r .   Substitution will allow x, y and z to be written as functions of r1 

and then Equation (1)    may be substituted to yield a quadratic in r .   Back substi- 

tution will yield two possible locations for the aircraft.   This ambiguity is removed 

by knowing the approximate aircraft position.   The solution of the equations is as 

follows: 

Subtracting (2), (3), and (4) from (1) yields 

(1) - (?■ x+y 

(1) - (3) 

(1) - (4) 

(y±Il\ + ,/'£!i\ + r \Ji\ *2
2+r2

2+z/-xi2-ri2-zi2-di2 

\x2-xx]      ^x2-x,!      rl^x2-xJ 2(x2-Xl) 

/azi\, fv»i\, r / *i\ x32+y3
2+z32-xi2-yi2-zi2-d22 

\X3-Xl/      *\X3-Xl/      rHX3-Xl/ 2(X3'X1) x+y 

\Vxl/        \Vxl/        l\**"*l] 2(V*1} 
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Let 

X,  *= x.-x     '   Y,   = y -y.,    Z.  = z,-z i    1 i '1' 'i    1 

Xi2+yi2+zi2-xl2"yl2_ZI2"di-l2 

Rewriting (1) - (2), (1) - (3), and (1) - (4) yields: 

>*A 2' 
I: 

x+y rr-1 + z 21 ♦     ft 
' X 

■$•$•■$■? 
-® *■©•$■* 

Subtracting (6) and (7) from (5) yields: 

h*-A     fc-rt //D2      V 
(5) - (6) + z + r. 

(5) - (?) 

Let 

'Y„      Y 

X~ " X 

y\j—z 
1 ~x7 

+ z + r. 

\\X2 

\\ X2      X3// 

XJ 

|X2 " X3| 

x. 

5 
\lX2 

,'Z, 

I 

(5) 

(6) 

(7) 

Y 7 
i i A     =  — R     =  — - Ai     x.  • Bi     X    ' 
i i 

Rewriting (5) - (6) and (5) - (7), yields: 
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y M ♦ z * r, ^'^ 
'VBV 1 »VB3/ 

E2-E3 
B2-B3 

E2-E4 

VB4 

(8) 

(9) 

Subtracting (9) from (8) yields: 

(8) - (9) 

*2~E3 
B2-B3 

E2TEA> 
B2-B4 

A2~A3 
IB2-B3 

A2~A4 
B2-B, 

- r 

C2-C3 
B2-B3 

VC4 
B2"B4 

11   V^ 
B2"B3 

A2-A4 
B2"B4 

Let 

E2-E3 
B2-B3 

VE4 

A2-A3 

VB3 
VA4 

C2-C3 
B2-B3 

C2-C4 
B2"B4 

VA3 
B2-B3 

A2-A4 
B2-B4 

Rewriting (8) - (9) yields 

y * Hi - Vi (10) 

Substituting (10) into (9) 

(w(8) —* (8) E2-E4 
B2"B4 

VB4     HVV    HVB4     2VVB4> 

E2-E4-HiVHiA4        /VV¥2+HA 
B„-B, " rli B„-B, 2    4 2    4 
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Let 

W1W4 H S-CA-H2A2+H2A4 
H3= B2-B4 •      HA= B2-B4 

Then rewriting yields 

Substituting (10) and (11) into (7) 

Z = H3"rlH4 (11) 

'\\    • Jh\ . d3        D4 x + (HrH2ri\x7j+ (VVi\xJ+ ri x; 

VHlVH3Z4 ftWJ 
 T, + ri Xl        J 

Let 

u        D4-H1Y4-H3Z4 ,        H2Y4+H4Z4-d3 H5 __ ,       H6=-     -— 

Rewriting yields 

x =    H5+riH6 (12) 

Substituting (12), (11), and (10) into (1) 

(H5+r1H6-x1)2+(HrH2rry1)2+(H3-r1H4-2l)2  . ^2 

(H5-xi)?+2(H5-x1)H6r1+H62r1
2+(H1-yi)?-2(H1-y1)H2r1+}!22r12 

4   (H3-z1)2-2(H3-z1)H//l+H^ri2  .  ^2 
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Let 

Jl " Vxl ;      J2 " Hl"yl 5      J3 " VZ1 

Rewriting yields 

t12[H2+H2+H2-l]+2r1[J1H6-J2H2-J3H4]+j2+j2+j2  . 0 

Let 

A - H2+H2+H2-1 

B ■= J1H6-J2H2-J3H4 

C - Ji+J2
+J3 

s(i) 
Arx +2rjB+C = 0 

-P+VB2-AC 
rl=  " A 

(13) 

To solve x, y, and z, certain terms must be found.   Let us find the real and 
-B imaginary parts of r, since they will be needed.   Real part of r = Re(r) = -r- 

B " J1H6-J2H2-J3H4 

= E5H6-H1H2-H3H4-x1H6+y1H2+z1HA 

-  (H5-x1)H6-H2(H1-y1)-(H3-z1)H4 

Since the above expression involves H., H„, H , H., H , and H„, simpler expressions 

than those shown earlier will be obtained now. 

It has been shown that 

E»-E_    E0-E, 2    3      ?    *4 
H 1      B2-B3    B2-B4 

A2"A3    A2"AA 
B2-B3-B2-B4 
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(E2-E3)(B2-ß4)-(E2-E4)(B2-B3) 

*1 *(A2-A3)(B2-B4)-(A2-A4)(B2-B3) 

'D2X3-D3X2\//Z2X4-Z4X2S\ 
x2x3 X2X4 

'X3VX2Y3VX'Z^Z' 
X2X3   / 

42    2 4) 
X2X4    I 

/D2X4-D4X2\/Z2X3"Z3X2N\ 

X2X4 X2X3 

'X4Y2-X2Y4\ 

V      X2X4   ) 

'Z2X3"X2Z3> 
x2x 
rf 

(D2X3-D3X2)(X4Z2-X2Z4)-(D2X4-D4X2)(X3Z2-X2Z3) 

(X3Y2-X2Y3)(X4Z2-X2Z4)-(X4Y2-X?Y4)(X3Z2-X2Z3) 

D2X3X4Z2-D2X2X3Z4-D3X2X4Z2+D3X^Z4-D2X3X4Z2+D2X2X4Z3+D4X2X3Z2-D4X^3 

X3X4Y2Z2~y2Y3Y2Z4~X2X4Y3Z2+X2Y3Z4~X3X4Y2Z2JrX2X4Y2Z3'fX2X3Y4;d2~X2Y4Z3 

X2
2(D3Z4-D4Z3)+X2X3(D4Z2-D2Z4)^X2X4(D2Z3-D3Z2) 

11 = X22(Y3Z4-Y4Z3)+X2X3(Y4Z2-Y2Z4)+X2X4(Y2Z3-Y3Z2)" 

H. 
X2^D3Z4-D4Z3)+X3(D4Z2-D2Z4)4X4(D2Z3-D3Z2) 

X2(Y3Z4-Y4Z3)+:(3(Y4Z2-Y2Z4)+X4(Y2Z3-Y3Z2) 

D2(X4Z3-X3Z4)+D3(X2Z4-X4Z2)+D4(X3Z2-X2Z3) 

X2(Y3Z4-Y4Z3)+X3(Y4Z2-Y2Z4)+X4(Y2Z3-Y3Z2) (14) 
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It has been shown that 

vs VC4 
B2-B4 

2  VA3 V\ 
B2"B3      V34 

Making necessary substitutions: 

<C2-C3)(B2-B4)-(C2-C4)(B2-B3) 
U 

2      (A2-A3)CB2-BA)-(A2-A/,)(B2-B3) 

B2C2-B4C2-32C3+B4C3-B2C2+B3C2+B2C4-B3C4 

2    A2B2-A2B4-A3B2+A3BA-A2B2+A2B3+A4B2-A4B3 

[i 

z, d. z„ d.. z, d„ 7. . d. z„ d„ z„ d.. 4 1 2 2 4 2 3 1 2 J 3 3 
X4 X2 X2 X3 X4 X3 X3 X2 X2 X4 X3 X4 
Y„ z, Y„ 7,,. Y , 7., v.. 7 . Y, z„ Y, z„ 2 . * J 2 + 3 4 + 2 J + 4 2 4 i 
X2 X4 X3 

A„ X3 X4 h X3 X4 X2 X4 X3 

-d1X3Z4-d2X4Z2+d2X^Z4+d1X4Z3+a3X3Z2-djX2Z3 

-X3Y2Z4-X4Y3Z2+X2Y3Z4+X4Y2Z3+X3Y4Z2-X2Y4Z3 

X2(d27 (  J3^3)+X3(d3Z2-d1Z4)+X4(d1Z3-d2Z2) 

X2(Y/4-Y4Z3)+X3(Y4Z2-Y2Z4)+X4(Y2Z3-Y3Z2) 

d2(x2z4-x4z2)+d3(x372-x2z3j^d1tx4z3-x3z4) 

X2(Y3Z4-Y4Z3)+X3(Y4Z2"Y2Z,)4X4(Y2Z3-Y3Z2) 

-d1(x3z^x4z3)-d2{:;4z2-x2z4)-d3(x2z3-x3z2) 

2 ■       X2(Y3Z4-Y4Z3)+X3(Y4Z2-Y2Z4)+X4IY2Z3-Y3Z2) 
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It has been shown that 

YVyA2-A4) 
»3 vr 

Making necessary substitutions: 

x2  h   A*2~h) 
»3= Z^      z, 

X2~X4 

H    - D2XrD4X2-Hl(Y2X4-Y4X2) 

3 Z2X4~Z4X2 

D2X4-D4X2       (Y2X4-Y4X2)[X22(D3Z4-D4Z3)+X2Y3(D4Z2'D2Z4)+X2X4(D2Z3"D3Z2)] 

H3 = Z2X4-Z4X2 "  (Z2XrZ4X2)[X£(Y3ZA-Y4Z3)+X2X3(Y4Z2:Y2Z4)+X2X4(Y2Z3-Y3Z2)] 

X2(X4Z2-X2Z4)[X4(D3Y2-D2Y3)-X3(D4Y2-D2Y4)+X2(D4Y3-D3Y4)I 
H3 = X2(Z2X4-Z4X2)[X4(Y2Z3-Y3Z2).X3(Z4Y2-Z2Y4)+X2(Y3Z4-YAZ3}f 

K        X2(Y3D4-Y4D:;)+X3(Y4D2.-Y2D4)hX4(Y2ü3-Yi1)2) (IG) 
3 ' X2(Y3Z4-Y4Z3)+X3(Y4Z2-Y2Z4)+X4(Y2Z3-V2

) 

H 
D2(X3Y4~X4Y3)+D3(X4Y2-X2Y4)+D4(X2Y3-X3Y2) 

3 Denom 

It has bceii shown that 

C2-C4-A2M2-A4H2 

4 = VB4 

-571- 



Making necessary substitutions: 

C2-C4       (A2-A4) [(C^-C.) (B2-B/})~(C2-Cp (B2-B3) ] 
H4 " B^ "  (B2-B4) [(A2-A3) (B2-B4)-(A2-A4) (B^) ] 

-(C2-C4X(A2-A3)(B2-B4)-(A2-A4)(B2-B3)] 

k2"kf (C2"C3) < VV'^'V (B2"B3) ] 

(B2-B4)[(A2-A3)(B2-B4)-(A2-A4)(B2-B3)] 

m (A2-A3)(CZ-C4)-(A2-A4)(C2-C3) 

(A2-A3)(B2-B4)-(A2-A4)(B2-B3) 

A?C^A2C4-A3C2+A3C4-A2C2-hA2C3-fA4C2-A4C3 

X2X3X4 

4  _^2_ X4  X3 X2  X3 X4  X2 X3  X4 X2  X4 X3 

Denom 

-d3X3Y2-d1X4Y3+d3X2Y3+d2X4Y24d1>!3Y4-d2X2Y4 

X2(Y3^-Y4Z3)-X3(Y4Z2-Y2Z4)+X4(Y2Z3-Y3Z2) 

X2(d3Y3-d2Y4)-fX3(d1Y4-d3Y2)+X4(d2Y2-d1Y3) 

'X2(Z4Y3-Z3Y4)+X3(Z2Y4-Z4Y2)^(Z3Y2-^2Y3)' 

-d1(Y3X4-Y4X3)-d2(Y4X2-Y2X4)-a3(Y2X3-Y3X2) 
H4 " X2(Y3Z4-Y4Z3)+X3(Y4Z:-Y2Z4)+X4iY2Z3-Y3Z2) (17) 
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It has been shown that 

D.-H.Y.-H.Z. 
H «= 4 14 3 4 
H5 T,  

Making necessary substitutions: 

H5 = 5^   -X2Y4(D3Z4-D4Z3)-X3Y4(D4Z2-D2Z4)~X4Y4(D2Z3-D3Z2)-X2Z4(Y3D4-Y4D3) 

-WVz-W-WWW 
X2X4(Y3Z4-Y4Z3)+X4X3(Y4Z2-Y2Z4)+X4(Y2Z3-Z2Y3) 

D4X4Y223-D4X4Y3Z2-D2X4Y4Z3+D3X4Y4Z2-D3V2Z4+D2X4Y3Z4 
Denom 

D^VrY4Z3)+D3(Y4Z2-Y2Z4)+D4(Y2Z3-Y3Z2) 
H5 = X2(X3Z-4-Y4Z3)+X3(Y4Z2-Y224)+X4(Y2Z3-Y3Z2) <18> 

It has been shown that 

H        H2VH4Z4-d3 
H6 "  Z  

' X2Y4(d2Z4"d3Z3)+X3Y4(d3Z2-dlZ4)+X4Y4(dlZ3-d2Z2) 

+X2Z4(d3Y3-d2Y4)+X3Z4(d1Y4-d3Y2)fX4Zjd2Y2-d1Y3) ^ 

X2X4(24Y3-Z3Y4)+X3Y4(Z2Y4"Z4Y2)+X4(Z3Y2"Z2Y3) ^ 

Bd2X2Y4Z4-d3X2Y4Z3+d3X3Y4Z2-dlX3Y4Z4+dlX/.Y4Z3-d2X4Y4Z2 

+d3X2Y3Z4-d2X2Y4Z4+d1X3Y4Z4-d3X3Y2Z4+d2X4Y2Z4-d1X4Y3Z4 

-d3X2Y3Z4+d3X2Y4Z3-d3X3Y4Z2+d3X3Y2Z4-d3X4Y2Z3+d3X4Y3Z2 

X2X4(Z4Y3-Z3Y4)+X3X4(Z2Y4-Z4Y2)+X2(Z3Y2-Z2Y3) 
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Let 

Then 

dlX4YAZ3-d2X4YAZ2+d2X4Y2Z4-dlX4Y3Z4-d3X4Y2Z3+d3XAY3Z2 
Denom 

-d1(Y3Z4-V3)-d2(Y4Z2.Y2ZA)-d3(Y2Z3-Y3Z2) 

6 - X2(Y3ZA-YAZ3)+X3(Y4Z2-Y2Z4)+X4(Y2Z3-Y3Z2) 

a " X4Z3"X3Z4 

b " X2Z4"X4Z2 

c - X3Z2-X2Z3 

d " X3Y4-X4Y3 

6 * X4Y2~X2Y4 

f « X2Y3-X3Y2 

8 " Y3Z4"Y4Z3 

h = Y4Z2"Y2Z4 

j - Y2Z3-Y3Z2 

aD2 + bD + cD4 
Hl " BX. + hX. + IX. (20) 1 gx2 + hx3 + jx4 

+ad. + bd- + cd, 
IU « , }  .  . 2 . J (21) 
2  gX2 + hX2 + gX4 

dD2 + eD3 + fD/( 

H3 " gX2 + hX? + jX4
L (22) 

+dd. + ed_ + fd, 
H « —i I I (23) 
"4  gX2 + hX3 + jX4 
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gD2 + hD3 4  jD4 

l5 = ix.7TTx_ + jx. (24) 

-gDj - hd2 - jd3 

l6 = gX2 + hX3 + jX~ 
(25) 

H1H2 = 

(aD2 + DD    + cD4)(ad    + bd2 + cd3) 

(iX2~"+ hX3 + jX^)"2 

a2D2d    + abD d    + acD d    + b^D-jd    4- bcD.d- 

+ abD.d.  4- acD.d, 
3 1 4 1 

4- bcD.d. 4- c2D.d„ 
4 2 4 3 

(gX2 4- hX3 4- jX4): 

H1H2 = a2D2d1 + b2D3d2 4- c2D4d3 4- ab(D2d?4-D3d1) 4- acCD^+D^) + bc(D3d3+I>4d2) 

(gX2 + hX3 4- jX4)2 

H,H.  =  (dD, 4- eD_ t fD.)(dd.  4- ed„ + fd,) 
34 I 3 41 I 3 

(gX2 4- hX3 4- jX4)
; 

H3H4 » d
2D2d1 4- e2D3d2 4- f^d-j 4- deCD^+D^) 4- df(D^+D^ 4- ef(D3d34D4d2) 

(gX2 4- hX3 + jX4)
2 

BjH6 -_ (gD2 4- hD3 4- jD4)(4-gd1 4- hd2 4- Jdj) 

(gx2 + hx3 4- JX4)
2 
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- -t+g2D2d1 + ghD2d2 + gJD2d3 

ghD3d1       + h
2D3d2 + hjd3D3 

gJVl hJd2
DA 
+ J2d3DAl 

H5H6 •= -[g2D2d1 + h
2D3d2 + j

2D4d3 + gh(D2d2+D3d1) + gj (D/^+W 

+ hj(D3d3+D4d2)] 

(gx2 + bx3 + JX4)2 

We had earlier 

B * H5H6-H1H2-H3H4-x1H64yiH2+,1H<t 

B ■= -g2D2di-h2D3d2-j
2D4d3-gh(D2d2+D3d1)-gj(D2d3+D4d1)-hj(D3d3+D4d2) 

-a2D2d1-b2D3d?-c2D4d3-ab(L2d2+D3d1)-ac(D2d3+D4d1)-bc(D3d3+D4d2) 

-d2D2d1-e2D3d2-f2D4d3-de(D2d2+D3d1)-df(D2d3+D4d1)-ef(D3d;J+D4d2^ 

(gx2+hx3+jx4)2 

+x1(gd1+hd,,^jd3)-;y1(ad1+bd2+cd3)+z1(dd1+ed2+fd3) 

gx2+hx3+jx4 ~~ 

Looking at second term 

x1(gd1+hd2+Jd3)(gX2+hX3+jX4)+y1(ad1+bd2+cd3)(gX2+hX3+jX4) 

+z1(dd1+ed2+fd3)(gX2+hX2+jX4) 

(gx2+hx3+jx4)
2 
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x1[g2d1X2+h2d2X3+j2dJ4+gh(d1X3+d2X2)+gj(d1A4+d3X2)+hj(d2X4+d3X3)] 

■*y1[agd1X2+ahd1X3+ajd1X4+bgd2X2+bhd2X3+bjd2X4+cgd3X2+-.hd3X3+cJd3X4] 

+21(dgd1X2+dhd1X3+djd1X4+egd2Xr,+end2X3+ejd2X4+fjd3X2+fhd3X3+fjd3X4] 

(gx2+hx3+jx4)
2 

« d1X:(g2x1+agy1+dgz1)+d2X1(h
2x1+bhy1+eh21)+d.:!X4(j

2x1+cjy;!+fjz1) 

+d1X3(ghx1+ahy1+dhz1)+d1X4(gjxl+ajy1+djz1)Hd2X2(ghx1+bgy1+egz1) 

+d2X4(hJx1+bjy1+ejz1)+d3X2(gjx1+cgy1+fgz1)+d3X3(hjx1+chy1+fhz1) 

(gx2+hx3+ix4)
2 

Gathering all terms: 

B =    -d1D2(a
2+d2^g2)-d2D3(b2+e2+h2)-d3D4(z2+f2+j2)-(d2D2+d1D3)(ab+de+gh) 

-(d3D2+d1D4)(ac+df+gj)-(d3D3+d2D4)(bc+e£+hj)+d1X2g(gx]+ay1+dz1) 

+d1X3h(gx1+ay1+dz1)+d1X.j(8x1+ay1fdz1)+d2X2g(hx1+by1+cz1) 

+d2X3h(hx1+byi+ez1)+d2X4J(hx1+by1+ez1)+d3X2g(jx1fcy1+fz1) 

+d3X3h(jx1+cy1+fz1)-rd3X4J(jx1+cy1+fz1) 

(gx2-ihx3+jx4)2 

B =  d1(gx1+ay1+dz1)(gX2+hX3+JX4)+d2(hx1+by1+ez1)(gX2+hX3+jX4) 

+d3(jx1+cy1+|z])(gX2+hX3+jX4)-dxD2(a
2+d2+g)-d2D3(b

2+e2+h2) 

-d3D4(c
2+f2+j2)-(d2D2+d1D3;(ab+de+gh)-(d3D2+dlD4)(ac+df+gj) 

-(d3D3+d2D4)(bc+ef+hj) 

(gx2+hx3+jx4)
; 
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B -       (gX2+hX3+jX4)[d1(gx1+ay1+dz^(d2(hx1+by1+ez1)+d3(jx1+cy1+fz1)] 

-d1tD2(a2+d2+g2)+D3(ab+de+gh)+D4(ac+df+gj)j-d2[D„(ab+de+gh) 

+D3(b2+e2+h2)+D4(bc+ef+hj)]-d3(D2(ac+df+gj)+D3(bc+ef+hj) 

+D4(c
z+fz+jz)] 

(gx2+hx3+jx4): 

Now 

A ■= Ä+H2+H2-l 2    A    6 

-    a2 d2+b2 d2+r2 d2+2abd. d„+2acd.d.+2bcd0d.+d2d2+e2d2+f2 d2+2ded d, 

+2dfd1d3+2efd2d34g2d2+h2d2+j2d2+2ghd1dz+2gjdid3+2hjd?d3 

(gx2+hx3+jx4)
2 

A -    d2(a2+i2+g2)+d^b2+e2+h2)+d2(c2+f2+j2)+2d1d2(abMe+gh) 

-1 

+2d1d3(ac+df+gj)+2d2d3(bc+ef+hj)-(gX2+hX3+jX4) 

i ■   ■   i   ■ . _   -   ■   i      * ■ -i   i   ■      ' —' 

(gx2+hx3+jx4)
2 

2 

-E Now rational part of r ; Ra(r) = — 

d  [D2(a
2+d2+g2)+D3(ab+de+gh)+D4(ac+df+gj)]+d2lD2(ab+rie4gh) 

+ü3(b2+e2+l.2)+D,(bc+pf+hj)j+d3[D2(ac+df+gj)-»-D3(bc+ef-fhj) 

+D4(c2+f2+j2) ]-(gX2+hX3+jX4) td1(gx1+ay1Mzi)+d2(hx1+byi+ez1) 

+d3(jxi+cyi+fz1)] 

d2(a2+d24g2)+d2(b?+e2+h2)+d2(c2+f2+j2)+2d1d2(ab+de+gh) 

4-2d1d3(ac+df+gj)+2d2d3(bc+ef+hj)-(gX2+hX34jX4)
2 (26) 
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To find irrational part of r    Ir(r) 

lr(r)  =    -M^ 

C -    Ji+J2+J3 

(H5-x1)2+(H1-y1)2-(H3+z1)2 

H12+H32
+H52+x12+yi2+,12_2x1H5-2y1H1-.2z1H: 

Using (20), (22) and (24) 

Let 

C -     (aD0+bDQ4cD,/ + (dD0+eD-+fD.)'i-HgDo+hD1+jD/)'
! 

. ? 3 H 2 3_A 2___3 4_ ^ 2+ 2,  2 

(gx2+hx3+jx;.)
2 

-2x1(gD2+hD3+jD4)(gX2+hX3fjX4)-2y1(aD?+bD3+cD4)CgA2+hX3+jXA) 

-2?.1(gD2+eD3+fD4) (gX2+hX3+jX4) 

(gx2+hx3+jx4)
2 

C = D2(a2+d?+g
2)+D^(b;,+c;,-!-h2)+D2(e2+f2+,i2) 

+2D2D3(ab+de+gh)+2D D (ac+df+gj)+2D3D4(bc+ef+hj) 

-2(gX2+hX3+jX4)[D2(gx^+ay14dz1)+D3(hx1+by1+ez1)+D4(jx1+cyJ+fz1)] 

(gx2+hx3+jx4)
2 

+X1
2+yl

2+21
2 

gX2+hX3+jX4 - M 
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and 

hx.+by.+eZj^ *= N- 

jx1+cy1+fz1 = N3 

a2+d2+g2 - R- 

b2+ez+h2 = R- 

c2+f2+j2 * R3 

ab+de+gh »P. 

ac+df+gj = P„ 

bc+ef+hj = P3 

Therefore: 

B -    M(d1N1+d2N2+d3N3)-d1(D2R1+D3P1+L4P2)-d2(D2P1+D3R2+D4P3)-d3(D2P2+D3P3+D4R3) 
______________ 

d1(MN1-D2R1-D3P1-D4P2)+d2(MN2-D2P1-D3R2-D4P3)+d3(MN3-D2P2-D3P3-D4R3) 

M2 

A *    d21R1+d2
2R2+d2

3R3+2d1d2P1+2d1d3P2+2d2d3P3-M2 

_ _ 

D^.rD2R2+D4R3+2D2D3P1+2D2D4P2+2D3D4P3 

~2M(D2N1+D3N2+D4N3) + (x1
2+y1

2-^21
2)M2 

C -     .  
M2 
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B2  *= d2(MNi-D2R1-D3P1-D,P2)2+d^(MN2-D2P1-D3R2-D4P3)2+d2(MN3-D2P2-D3P3-D4R3)i; 

+2d1d2(MN1-D2R1-D3P1-D4P2)(MN2-D2P1-D3R2-DAP3) 

+2d2d3(MH2-D2PrD3R2-D4P3)(MH3-D2P2-D3P3-D4R3) 

+2d1d3(MN1-D2R1-D3P1-D4P2)(MN3-D2P2-D3P3-D4R3) 

M" 

B2  - d2[M2M^D|Rj+^p2+DjpJ,^^V^l^^^l^^^^im^R^?^^^ ] 

i2 rM2vi2 .rv^p? , n20? .r,:'!)' 4d*[M^Hj+D|P|+D|R*+DjP5+2D2D3P1R2+2D2D4P1P3+2D3D4P3R2-2MN2(D2P1+D3R2+D4P3) 

i2rM2vt2.1^2^)2 .r.2D2j.n2D2 +d^[M^N^+D2P^+D2P2+D^R2+2D2D3P2P3+2D2D4P2R3+2D3D4P3R3-2M3(D2?2+D3P3+D4R3)] 

+2d1d2[M2N1N2+D2P1R]+D2piR2+D4P2P3+D2D3(R1R2+P2)H-D2D4(P3R1+P1P2) 

+D3D4(P1P34"P2R2) " MN
1(

D2Pl+D3R2+D4P3)"M:N2(D2Rl+D3Pl'fV2JJ 

+2d2d3[M2N2N3fD2P1P2+Dj;P3R2+D2P3R3+D2D3(P1P3+P2R2)+D2D4(P1R3+P2P3) 

+D3D4(R2R3+P3)-MN2(D2P2+D3P3+D4R3)-MN3(D2P1+D3R2+D4P3)] 

+2d1d3[M2N1N3+D2p2R.+p2piP3+D2p2R3+D2D3(P3Rl+P1P2)+D2D4(R3R1+p2) 

+D3D4(P1R3+P,P3)-MN1(D2P2+D3P3+D4R3)-MN3(D2k1+D3P1-D4P2) 

M4 
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AC = d2(R2D2+D2RIR2+D2RIR3+2D2D3P1R1+2D2D4P2R1 

-i 2D3D4P3R1-2MR1 (D^+D^+D^) ] 

+d2[D
2

2R1R2+D2R2+D2R2R3+2D2D3P1R2+2D2D4P2R2 

+2D3D4P3R2-2MR2(D2N,+D3N2+D4N3)] 

+d2[D2R1R3+D|R2R3+D2R2+2D2D3P1R3+2D2D4P2R3 

+2D3D4P3R3-2MR3 (D^+D^+D^) ] 

+2dld2[D2PlRl+D3PlR2+D4PlR3+2D2D3Pi+2D2D4PlP2 

+2D3D4P1P3-2MP1(D2N1+D3N2-D4N3)] 

+2dld3tDlP2Rl+D3P2R2+D4P2R3+2D2D3PlP2+2D2D4p22 

+2D3D4P2P3-2MP2(D2N1»D3N2-D4N3)] 

+2d2d3[D2P3Rl+D3P3R2+D4P3R3+2D2D3PlP3+2D2D4P2P3 

+2D3D4P2-2MP3(D2N1+D3N2+D4N3)] 

-M
2
(D2RI+D2R2+D2R3+2D2D3P1+2D2D4P2+2D3D4P3 

-2M(D2N1+D3N2-{ D4N3)+M
2 (x2+y2+z2 ) 

M4 
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B2 - AC = d2[M2N2+D2(p2-RiR^+D2(p2_RiR3)+2D3D^(piP2_p3Ri) 

-2D3M(P1N1-Y2>-
2D4M(P2NrRlN3)* 

+d2[M2N2+ D2(P2-R1R2)+D
2(P2-R2R3)+2D2D4(P1P3-P2R2) 

-2D2M(P1N2-R2H1)-2D/,M(P3N2-R2N3)] 

+d2[M2N2+D2(?2-R1R3)+D
2(P2-R2R3)H2D2D;j(P2P3-P1R3) 

-2D2M(P2N3-R3N1)-2D3M(P3N3-R3N2)] 

+2d1d2[M
2N1N2+D

2 (P2P3-P1R3)+D2D3(R^-P
2HO^^RJ-PJ^) 

+D3D4(P2R2-P1P3)-MD2(R1N2-P1N1)-MD3(R2N1-P1N2)-MD4(P3N14P2N2-2P1N3)j 

+2d2d3[M
2N2N3+D

2(P1P2-P3R1)+D2D3(P2R2-P1P3)+D2D4(P1R3-P2P3) 

+D3D4(R2R3-P
2)-MD2(P2N2+P1N3-2P3N1)-MD3(RJV^V-MD4 (R^-P^)] 

+2d1d3[M
2N1N3+D

2(P1P3-P2R2)+D2D3(P3R]-P1P2)+D2D4(R1R3-P
7,) 

+D3D4(P1R3-P2?3)-MD2(R1N3-P2N1)-MD3(P3N1+P1N3-2P2N2)-MD4(R3N1-P2N3)] 

-M**(x2+y2+22) 

MM 
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B2 " AC ■       (gx2+hx3+jxA)'* ) ) 

d2|(gX2+hX3+jX4)(gxl+ay1+dz1)
2 

-D2[ae-bd)2+(ah-bg)2+(dh-eg)2]-D2[(af'Cd)2+(aj-cg)2+(dj-fg)2] 

-2D3D4[a
2(ef+jh)+d2(bc+hj)+g2(bc+ef)-ab(df+gj)-de(ac+gj) 

-gh(ac+df)]+2D3(gX2+hX3+jXz,)[[x1[h(a
2+d2)-g(ab+de)l 

+y1[b(d
2+g*)-a(de+gh)]+z1[e(a

2+g2)-d(ab+gh)] ]] 

+D4(gX2+hX3+jX4)[[Xl[j(a
2+d2)-g(ac+de)J+y^c^+g2) 

-a(df+gj)]+Z]L[f(a
2+g2)-d(ac+gj)] ]] J 

+d2|(gX2+hX3+jX4)
2 (hXj+by^ez^ 2 

-D2[(ae-bd)2+(ah-bg)2+(dh-eg)2]-D2[(ce-bf)2-(ch-bj)2-(ef-fh)2] 

-2D2D4 [ b?; (df+g j )+e2 (ac+gl)+h2 (ac+df) -ab (ef+h j ) -de (bc+hj ) 

-gh(bc+ef)]+2D2(gX2+hX3+jX4)[[Xl[g(b
2+e2)-h(ab+de)] 

+y [a(e2+h2)-b(de+gh)]+z1[d(b
2+h2)-e(ab+gh] ]] 

+2D4(gX2+hX3tjX4)[[x1[j(b
2+e2)-h(bc+cf)] + 

+y1[c(e
2+h2)-b(ef+hj)]+21[f(b

2+h2)-e(bc+hj)] ]]J 

+d2|(gX2+hX3+jX4)
2(j Xl+cyi+fzx)

2 

-D2[(af-cd)2+(aj-cg)2+(dj-fg)2]--D3[(ce-bf)
2+(ch-bj)2+(ej-fh)2] 

-2D2D3[c
2(de+gh)+f2(ab+gh)+j 2(ab+de)-ac(ef-hj) 

-df(bc+hj)-gj(bc+ef)]+2D2(gX2+hX3+jX4)[[x1[g(c
2^-f2)-j(ac+df)] 

+y1[a(f
2+j2)-c(df+gj)]+z1td(c

2y2)-f(ae+gj)] )] 

+2D3(gX2+hX3+jX4)[[Xl[h(c
2+f2)-j(bc+ef)]+yitb(f

2+j2) 

-c(ef+hj)]+Zl[e(c
2+j2)-f(bc+hj)] ]]J 
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+2d1dJ (BX2+hX3+jX4)2(gx1+ay1+dz1)(hx1+by;L+ez1) 

-D2[c2(de+gh)+f:>(ab+gh)+j2(ab+de)-ac(ef+hj) 

-df(bc+hj)-gj(bc+ef)]+D2D3[(ae-bd)2+(ah-bg)2+(dh-eg)2] 

+D2D4[a2(ef+hj)+d2(bc+hj)+g2(ef+bc)-ab(df+gj) 

-de(ac+gj)-gh(ac+dr)]+D3D4[b2(df4-gj)+e2(ac+gj) 

+h2(ac+df)-ab(ef+hj)-de(bc+hj)-gh(bc+ef)] 

+D2(gX2+hX3+jX4)[[x1[h(a24d2)-g(abfde)]+y1tb(J2-rg2)-a(de+gh)] 

+z1[c(a2+g2)-d(ab+gh)]   ]]+D3(gX2+hX3+jX4)[[x^gO^+e2) 

-h(ab+de)]+y1[a(e2+h2)-b(de+gh)]+zird(b2+h2)-e(ab+gh)]   ]] 

-D4(gX2+hX3+jX4)[[x1[g(bc+ef)+h(ac+df)-2j(ab+de)] 

+y1[a(ef+hj)+b(df+gj)-2c(de+gh)] 

+z1[d(bc+hj)+e(ac+gj)-2f(ab+gh)]  ]]J 

+2d2d3|(gX2+hX3+jX4)2(hx1+by1+ez1)(Jx1-!cy1+fz1) 

-D2[a2(ef+hj)+d2(bc+hj)+g2(bc+ef)-ab(df+gj) 

-de(ac+gj)-gh(ac+df)] 

+D D [b2(df+gj)+e2(ac+gj)+h2(ac+df)-ab(ef+hj) 

-de(bc+hj)-gh(bc+ef)]+DD[f2(ab+gh)+j2(ab+de) 

+c2(de+gh)-ac(ef+hj)-df(bc+hj)-gj(bc+ef)] 

+D D [(ce-bf)2+(ch-bj)2+(ej-fh)2] 

-D (gX2+hX3+jX )[[x1[h(ac+df)+j(ab+de)-2g(bc+ef) 

+y1ib(df+gj)+c(de+gh)-2a(ef+hj)]+z1[e(ac+gj)+f(ab+gh)-?.d(bc+hj)] ] 

+D3(gX2+hX3+jX^)[[xL[j(b2+e2)-h(bc+ef)]+yi[c(e2+h2)-b(ef+hj)] 

+z1[f(b2+h2)-e(hc+hj)]   ]]J 

+D4(gX2+hX3+jX4)[[Xl[h(c2+f2)-j ef)]+y1[b(f:,+j2)-c(ef+hj)] 

+z1[e(c2+j2)-f(bc+hj)]   ]] 
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+2d1d3|(gX2+hX3+jX4)2 (gx1+ay1+dz1) (jx^y^fzj 

-D2[fa2(df+gj)+e2(ac+gJ)+h2(ac+df)-ab(ef+hj) 

-de(bc+hj)-gh(bc+ef)]+D D [a2(ef+hj)+d2(bc+hj) 

+g2(bc+ef)-ab(df+gj)-de(ac+gj)-gh(ae+df)] 

+D2DA[(af-cd)2+(aj-cg)2+(dj-fg)2] 

+D3D4[c2(de+gh)+f2
v'ab+gh)+j 2(ab+de)-ac(ef+hj) 

-df(bc+hj)-gj(bc+ef)] 

+D2(gX2+hX3+jX4)[[x1[y(a2+d2)-g(ac+df)]+y1[c(d2+g2)-a(df+gj)] 

+z1[f(a2+g2)-d(ac+gj)]   ]] 

-D3(gX2+hX3+jXA) [ [X;L[g(bc+ef )+j (ab+de)-2h(ac+df) ] 

+y1[a(ef+hj)+c(de+gh)-2b(df+gj)]+z1[d(bc+hj)+f(ab+gh)-2e(ac+gj)]  ]] 

+D4(gX2+hX3+jX4)[[x1[g(c2+f2)-j(ac+df)]+y1[a(t2+j2)-c(df+gj) 

+Zl[d(c2+j2)-f(ac+gj)]   ]]-(gX2+hX3+jX4)I<(x2+y2+Z
2)|| 

As shown in Eqiiations (10), (11) and (12) 

y - H1-H2r 
(10) 

(11) 
Hc-r.H.. 

5    1 ö (12) 

z - H.-r.H. 
3    14 

Now 

Y - H1-H2r 

aD2+bD3+cD4 /ad.+bd.+cd.^ 

gx2+hx3+jx4   "
rUx2+hx3+jx4 

then rational part of y = Ra(y) 

aD2+bD +cD4 -  (adj+bd^cdj [Ra(r)] 

gx2+hx3+jx4 
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Irrational part of x    Ir(x) 

(adj+bc^+cc^) (t^-AC) 
Ir(x)  = - (gX2+hX3+jX4)(A) 

Similarly 

2 ' H3-rlH4 

Ra(z)  =      dD2+eD3+fD4-(dd1+ed2+fd3)iRa(r)] 

gx2+hx3+jx4 

lr(«) =    (dd1+ed2+fd3)CtvfB^ÄC) 

(gX2+hX3+jX4)  A 

and x = Hr-r, H 5    16 

(gD2+hD3+jDA)+(gd1+hd2+jd3)[Ra(r)] 
Ra(x) = 

gx2+hx3+jx4 

(gd1+hd2+jd3)Ct>/B2^C) 
Ir(X>  =      "   (gX2+hX3+jX4)  A 
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APPENDIX Vm 

CALCULATION OF DISTANCE AND RELATIVE VELOCITY 
BETWEEN TWO AIRCRAFT 

This appendix derives the equations for distance and relative velocity between 

two aircraft for conflict prediction.   The following equations apply for calculations 

of distance: 

(x-x1)
2+(y-y1)

2+fz-z1)
2=r1

2 (1) 

(x-x2)2*(y-y2)2+(2-z2)2=(r1+d1)
2 (2) 

(x-x3)2+(y-y3)2+(z-z3)2=(r1+d2)2 (3) 

z«=h (4) 

A flat earth, which is assumed in order to get (4), is a valid approximation for the 

coverage regions under consideration (about 80 miles distance between stations). 

Subtracting Equation (2) from (1) and (3) from (1) yields 

ftyri) + z <V»i> + T _5_ m ^y2
2^2

2-xi2-yi2-2i2'di2 
X+y

 Xy-Xj "  z x2-Xj   
rl x2-Xj ~ "      2(x2-Xj) 

(y3'yl}  +       ^Vhj  + r      dJ_ _ X324y32^32-Xl2-yl2-Zl2 V 
X+X     VX1 '   Z    VX1    '^W       "        2(x3-Xl) 

Now let 

X,  =x,-x,:        Yj-yj-yj;        Z£ . Ij-l,; 

Di 
'^V-'l'-^-'l'-'j.! 

and we obtain 

2 2 2 2- 
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Y3 h      rld2 D3 
A3 3 3 3 

Subtracting (6) from (5) and using (4) yields 

or 

111   zj\      (dA   d_l\    /'D2    Dj\ 
\X2 "  V VX2 " V       \X2~ " V 

y+h      -y y-r-  +   r 

Let 

(li !i\   W!i M   (h  h\ 
\X2 " V \X2 ' V       \X2 " V 

Y. Z, d.   . D 
Ai = x7 '        Bi - XT '        Ci " Tf '        Ei     X. 

Then, (7) becomes 

01 

Let 

and 

E2-E3-h(B2-B3) 

1 ~ VA3 

C2"C3 
K2 C ATA" 

The, (8) becomes 

(7) 

VB3 VS      V^3 
y      A2-A3 

+ rl A2-A3 - A2-A3 

WMB2-B3) C2-C3 y = —v^—'^v^ (8) 

y - HJ-TJHJ (9) 

Substituting A„, B^, C3> and Dg into (6) with z = h yields 

x+yA^hBj+r^ = E3 (10) 
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Putting (9) into (10) yields 

x+A3(HrrlH2) + hb3+riC3 = E3 

or 

x*A3H1+hB3+r1(C3-A3H2) = E3 

from which 

*-VA3HrhVricc3-W 

Let 

and 

H3 = E3.A3Hj.hB3 

H4 » C3-A3H2 

Then 

x - Hy riH4 (11) 

Now, putting (9) and (11) into (1) with z = h gives 

cvriH4"xi)2+(HrriH2-yi)2+(h'ri)2 = ri 
2 

or 

or 

^3-xi)2+n2V-2riH4fH3-xi>(HryiJ2+ri2H22-2riH2tHryp+^-zP2 ■ V 
Let 

Ji"H3"xr      VHi"yi;      J3"h"2i 
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Thus, 

r^H^M]  - 2r1(H4J1*H2J2)  ♦ J^2«^2 = 0 

Let 

A - H2
2+H4

2-l; B = H4J1+H2J2; C = 3^*3^*3^ 

Thus, the x and y coordinates of the aircraft are: 

where 

x - Hj-r^ 

y « H^H, 

* 
♦Bt/B^ÄC 

rl"          A 

A   - H2
2+H4

2-l; B =    H4J1+H2J2; C = J^+J^+J^ 

Ji * W      J2= Hryr      Vh"Zl 

D3     Y3 Z3 
H3sXj-x;Hl-h^ 

d2     Y3 
H4-^-X^H2 

i2 
X2 

H h \X2      V 
1 Y,      Y3 

x2"x3 

(12) 

(13) 

*In the actual computation, the past history of the aircraft trajectory will be employed 
to resolve the ambiguity in r,. 
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"2-3-37 

Xi " W Yi " W Zi ' VZ1 
* 2+v 2+z 2_x 2_v 2_,  2 J2 
*i   yi     1   xl   yl   rl   Vl 

Di 

The next step in the analysis is to compute, using (12) and (13), the distance 

between two aircraft.   It was shown in (12) and (13) that the Cartesian coordinates 

for an aircraft are x = EL - r-H. and 7 = KL - r.H .   1o study two vehicles  (a and b 

say) requires equations in (x , y , z ) and (x. , y. , z.) where z   and z. are constant. 

These equations are expressed as follows: 

\ ' H3a"rlaH4a; \ ' Hla"rlaH2aJ Vha <14> 

*b ' H3b"rlbH4b;        yb " Hlb-rlbH2b;        Zb'\ (15) 

These expressions are functions of the coordinate points of each station, the time of 

arrival information at each station from each aircraft, and aircraft altitudes. 

Now the distance d . between the two aircraft can be expressed in the following 

manner: 

drt" *J*,b*>i*vb-2Vb-2W(VVJ 

•1.*rf.HS,-2ruV4.*H§b*rfbH!b-2r
lbH3bH4b 

^.♦r!.Hl,-2rUHuV,Jb*ib,1b-JrlbH
lbH2b 
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-2<H3a-rlaV «V'lbV 2(Hla-rlaH2a^ ^IbV^"^ 

" «la+riib+H2
3a

+H3b-2rlatH3aH4a+HlaH2a5-2rlb(HlbH2b+H3bV 

+rlbH4b+rlaH4a+rLH2a+rlbH2b-2H3aH3b+2rlbH3aH4b 

+2rlaH4aH3b-2rlarlbH4aH4b-2HlaHlb+2rlbHlaH2b+2rlaHlbH2a-2rlarlbH2aH2b^'a"hb^ 

»(Hla-Hlb)2+(H3a-H3b^+(r2iaH2a+r2bH2b-2rlarlbH?aH2b) 

+ ^aH4a+rlbH4b-2rlarlbH4aH4b5-2H3atrlaH4a-rlbH4b5 

■2Hla^laH2a"rlbH2b>+2H3btrlaH4a-rlbH4b)+2Hlb(rlaH2a-rlbH2b>+tha-hb): 

from which 

dab= CW U ^a" V '* <rIaH2a-rlbV * 

^rlaH4a"rlbH4b52-2CrlaH4a-rlbH4b^H3a-H3b5 

-2CriaH2a-rlbH2b^Hla-Hlb5 + (ha-hb)2 

' I ^."V " frlaH2a-rlbH2b^ ^ 'W ^laV'lbV 12+ <V V! 

VV'laWa12+ (H3a"H3b-rlaH4a+rlbH4b^ 2+ ^VV2 
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from which 

d.b ' /0|l.-Hlb-rl.H2.+rlbH2bJZ+ (H3a-H3b-rlaH4a+rlbH4b5 '* <V V* (16) 

The expressions for the r and H terms can be obtained from the relationships following 

(12) and (13) and are ultimately related to station locations and range differences (and 

where 

time of arrival differences).   The results are: 

♦B tifc-A C a     a   a a 
rla"          A a 

V "L^a-1 

».' H4aJla+H2aJ2a 

c." Jla*J2a+J3a 

Jl.« H3a"xl 

J2.- la '1 

J3a* h -z- &   1 

WS 

V H?b*H|b-l 

h- H4bJlb*H2bJ2b 

%' 
J!b*J!b*Jlb 

Jlb" H3b"xl 
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J2b" Vl 

l3b- VZ1 

H la 

D2a¥
D3aVVZ2X3-Z3X2) 
Y2X3"Y3X2 

H lb 

D2b¥D3bX2-VZ2X3-W 
Y2X3-Y3X2 

H 2a 

dlaX3"d2aX2 
Y2X3-Y3X2 

H 2b 

dlb¥d2bX2 
Y2X3-Y3X2 

H3a " X3 
D, -h Z, - 3a    a 3 

Y3tD2aVP3aX2-ha^2X3-Z5X2)] 

Y2X3-Y3X2 

H3b ' T5  j 
D3b"hbZ3 

Y3tD2bVD3bX2-hb^2X3-23X2^ 
Y2X3*Y3X2 

H 
Y2d2a-Yidla 

4a Y2X3~Y3X2 

H 4b 

Y2d2b'Y3dlb 
Y2X3-'SX2 

Xi ' W Yi " W Zi " VZ1 
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'ia 
'frrH-'j-yj-'Ktt.i) 

xi+yi+ri"xl"yi'zl"42 

'ib 
icki) 

The relative velocity is now expressed, using the above information.   The 
derivation begins with the observation that relative velocity is d . r where the dot means 
derivative with respect to time and where r is a vector along a line connecting the 
aircraft and pointing in a direction of increasing separation.   To compute d ., Equation 
(16) is differentiated with respect to time.   The result is 

: +<H3a-H3b-rlaH4a+rlbV K'^l^^U^^Ab^K^^^ 
*ab 

VCHi.-VruVribVUD4.-|lsb-ruH4.*ribH4b5a*0|.-V! 
(17) 

where Hla> H2a. H3a, H4a, Hlb, H2b, H3b> H4b, rlft, r2b are given above and the 

time derivatives are as follows: 

«1. 
-Vla«la+W2a-V22VW 

Y2X3-Y3X2 

"lb- 
3dlbdlb+X2d2bd2b"hb(Z2X3"Z3X2) 

WV2 

«2a 
dlaVd2aX3 

Y2XrY3X2 

*»" 

dlbX3'd2bX2 
Y2X3-Y3X2 

H3. " t ■d2ad2a " ha23 
. Y3t-X3dladla^X2d2ad2a4atZ2VZ3X2^ 

Y2X3-Y3X2 
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«3b *T5 -d2bWZ3 - 
Y
3I-X3dlba:b+X2d2ba2b\f¥3^3V] 

Y2VY3X2 

H 4a 

Y2d2a-Y3dla 
Y2X3-Y3X2 

H l4b 

Y2d2b'Y3dlb 
Y2X3"Y3X2 

The time derivatives of altitude and range difference can be obtained from averaging 

altitude and range difference data. 

-597- 



APPENDIX IX 

DERIVATION OF POSITION LOCATION EQUATIONS FOR 
ALL RANGE AND 621-B RANGE DIFFERENCE SYSTEMS 

DX-1   DERIVATION OF POSITION LOCATION EQUATIONS 

This Appendix carries out the derivations of both the all-range and 621-B 

range-difference sy&cem equations for position location.   Both of the derivations 

involve the solution of a three-dimensional set    equations to determine the posi- 

tion of the aircraft.   Both systems require the knowledge of the position of the refer- 

ence, be they ground based or satellite.   In both cases the solution is ambiguous and 

the correct solution of two must be selected by some knowledge of current position. 

The derivations were carried out in a straightforward manner with emphasis on mak- 

ing the computer programming of the equations simple to implement.   The two-range- 

difference-plus-altimeter (three satellite constellation) and two-range-plus-altimeter 

system solutions could be derived in the same manner as follows. 

IX-2   COMPUTATION OF AIRCRAFT POSITION USING AN ALL RANGE SYSTEM 

The position of an aircraft in a Cartesian coordinate system (x, y, z) may be 

determined by solution of the equations: 

(x-x1)2+(y-y1)2+(z-z1)2 = r}
2 W 

(x-X2)2+(y-y2)2+(z_22)2   =  T<2 (2) 

(x-X3)2+(Y-y3)2+(2.Z3)2   =   ^2 (3) 

Where the r. are the measured ranges from the stations located at (x.,y.,z.) i = 1, 

3 respectively.   The solution proceeds as follows: 

Subtracting (2) and (3) from (1) respectively yields: 

V^i\ + 2 /VZA - x22+>'2
2+z22:xL2-yLzL+ri2-r?5 

OH«   * ^ ♦« h£s4 -  -^-^TCx-^T 

(*r*\    /V2i\    x32+y32+z32-xi2-V-2i2+ri2-rv 

•598- 



Let  Xt =xrxr     Y.=yryr      Z^-z, 

. V i  

Rewriting (1) - (2) and (1) - (3) yields 

S 
x+ylri+ Mirl=  TZ <4> ©•■© 
x+y \~   + Z\v^   =   Y" (5) 

Subtracting (5) from (4) yields: 

(4)-(5)    y."     ■        J 

!i 
1 A. 1 A. 

Rewriting (4) - (5) yields: 

' \VA3/"   VVV 
F^-Fj B2-B3 

I "0*0 Mft"M^ 

Rewriting yields: 

y = Grzc2 (ti) 
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Substituting (6) into (5) yields: 

S 

/VG2Y
3\ 

\~h~) 
VG1Y3 

x =     *    ' J - Z 
A3 

Let G0   =     -3    ' 3 ,      G„ =     3 J2 3 

X,        *      u4 X, 

Rewriting yields: 

x « G3-zG4 (7) 

Substituting (6) and (7) into (1) yields: 

(G3-zG4-x1)2+(G1-zG2-y1)2+(z-21)2=r12 

22(G4
2+G22+l)+2z(G4(x1-G.)+G2(yrG1)~z1) 

+   (xrG3)2+(y1-G1)2+Zl2.ri2=  0 

Let  K1 = x1-G3,     K2=y1-G] 

Rewriting yields: 

z2 (64
2+G22+l )+2z (64K1 +G2K2-2l )+K] 2+^2+2^= 0 

Let L = G'4
2+G22+K     M = G4K1+G2<2-z1,      N - K^+K^+z,* 

Rewriting yields: 

22L+2zMrN ■ 0 

z ■ -Mi^Fr (8) 
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Equation (8) yields 2 soluticns 

Za L Zb L  

Substituting each solution into (7) yields 

xa = VzaG4 xb = VzbG4 

Similarly substituting into (6) yields: 

h = VzaG2 h = Gr2bG2 

We therefore have two possible locations for the aircraft (xa> y&, z&) and 

(JC , - ., z,) this ambiguity can be easily resolved by having a rough idea of 

current position.   The quantities are defined as: 

L = Gd
2+ G2

2+l 

M = G4K1+G2K2-Zl 

N  -   K12+^2 + 2^ 

Ki= YG
3 

h - *rGi 
G3 = F3"G1A3 

G4 = B3-G2A3 

r . F2'K3 
Gl- A2-A3 
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VB3 
2       A2-A3 

Bi       X, 
-■%. 

Wl 
X. 2^2+2.2.^2^2.^2+^2^.2 

A.   -  X.-X1 -1                                2 

IX-3   COMPUTATION OF AIRCRAFT POSITION USING RANGE DIFFERENCE SYSTEM 

The procedure followed in this case is to write the equations in the all range 

form only now having a set of four equations. Once r, is determined in the equations 

below they become simply the all range case. 

The position of the aircraft in a Cartesian coordinate system (x, y, z) may be 

determined using the 4 satellite 62IB system by solution of the equations: 

(x-Xl)
2 + (y-y,)2 + (z-z,)2 * rf (9) 

(x-x2)2 + (y-yz)
2 + (z-z2)2 = dyd,)2 (10) 

(x-x3)2 + (y-y3)2 + (z-z3)2 - (r^)2 (li) 

(x-x4)2 + (y-y4)2 + (z-z4)2 - (yd3)2 (W) 

Where r1 is the range to the master satellite (unknown) and d., d2, dg are the mea- 

sured range differences between master (x., y., Zj) and the other three satellites 

at coordinates (x^ y^ z2), (x3, y3, z3) and (x4, y4, z4) respectively.   Using 

equations (9) - (12), rx may be found by writing x as a function of y, z and ry   Then 

writing y as a function of z and r. and finally z as a function of r..   Substitution 

will allow x, y and z to be written as functions of r1 and then equation (t) may be 
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substituted in to yield a quadratic in r...   Back substitution will yield two possible 

locations for the aircraft.   This ambiguity is removed by knowing the approximate 

aircraft position.   The solution of the equation is as follows: 

Subtracting (10), (11), and (12) from (9) yielr's 

y  2-jv  2+7   2_y   2_v  2_7   2.A  2 
X2    y2    z2    Xl    yl    Z1    °1 

»■»-(^••(S)-.^)-^^ 
«  2+w   2+7   2_v   2_v  2_7   2_H   2 x3   y3      3      1    y1      1      2 /y3"yl\ /Z3"Zl\ /   d2\       x32+y3"+z3'"xl'"y- 

/y4-
yl\ /VZA /d3   \       x4

2+y42+z42"xl2-y12'Zl2-d32 

(9)"(12)X + 4^j +Z(v^) +r'fefr) =-i-J^Tx^f-L-3- 
LetXt = xrxr Y. «yryr Z. = z.^ 

X,2+yi242,2.Xi2,yi2.Zi2.d._i2 

ui ~ 2 

Rewriting (1) - (2), (1) - (3), and (1) - (4) yields 

-MhGH 
"•"wr'wr''\';/'" 3 
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Subtract (14) and (15) from (13) yields 

<13>-<14> »I jzr-tk l+ z + ri l-zzf-x-' ! -- 
h/ 

(13)-(15)   y 
X4/ 

4,y % 'hi 

V,                  Z,                  drl D, 
I et A    = —         R=~         T= —  F    = — Let «.      ^   ,      B.      ^   ,      L.        x_     , t.      x_ 

Rewriting (13)-(14), and (12)-(15) yields: 

/VM   t z + r   /VVt   .   E2"
E4 „„ 

Subtracting (9) from (8) yields: 

'l2 " E3 _ E2"EA /VC3 _ VC4 
B2 ' B3 " B2"B4   1 / B2*B3 " B2"B4 

jjj       J     A2"A4 I 1 I VA3     VA4 
,B2 - B3     B2-B4/ \B2_B3 "lB2"B4 
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E2"E3     E2"E4\ /C2~C3     V^4 

1      \ A2-A3     A2-A4  r        2     1  A2-A3     Ag-A4 

Rewriting (1G)-(17) yields 

y = H, - H2r1 (18) 

Substituting (18) into (17) 

/A2"A4\   + 2 + r    /
C2'C4\    _    E2"E4 

(Hl'H2rl) lBo-BJ    '   '   '   "1   IB.-BJ    "    B..-B 'I "4/ \ 2 w4/ "2 "4 

E2-E4 /A2-AA C2-C4 /A2-A4 

2 -    B2-B4      " "I  V^J   "    ] VB2-B4    "    2 VB2~B4> 

2 =    E2-E4-HlVH1A4     . fC2"C4-H2A2+H2A4 
(- V84 !    \ VB4 

LetH   -    E2-E4-HlVHlA4           „         WW^ 
LetH3 g-^ ,       H4= B2-B4  

Then rewriting yields 

z f H3-r1H4 (19) 
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Substituting (18) and (19) into (15) 

X + (»rVi) ft) * (Wi) (£) ♦ 'i £ ■ 5} 

x. h .„ !i .„  Z
A +r  Vi+V4.l3 

*4 1 ^ 3   X4 IV  X4 X4       X4 

D4-H1Y4-H3Z4              /H2Y4+H4Z4-d3 
x - —T-    + Pl   I JJ— 

D
4:

HlVH3Z4 H2Y4+H4Z4"d3 Let   H5 = -±   'x
4   ö 4 ,       H6 «     £ 4

X 
4 4   j 

Rewriting yields 

X =    Hg+^Hg (20) 

Substituting (20), (19) and (18) into (1) 

(H5+r1H6-x1)^(HrH2rry1)2+(H3-r1H4-z1)^ r,« 

(H5-x. )2+2(H5-Xl )H6r1+Hg2r1
2+(Hry1 )2-2(Hryi JH^+H^r^ 

;•     ♦ (H3-z1)2.2(H3-2l)H4r1(+H42r12= r,» 

Let J, = Hg-x,        J2 - Hryi J3 - MJ-I, 

Rewriting yields 

rl? [H6
2+H2

2+H42"^ +2r]  £J1H6"J2H2"J3H43 + CJ12+J22+J32] = ° 

v 
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Let A = H6
2+H2

2+H4
2»l 

B * J1H6-J2H2-J3H4 

C ■ 01
2

+J2
2
+J32 

Rewriting (1) 

Ar1
2+2r\B+C«0 

r\ A- (21) 

The sy stem of equation we 

-B+v^W\C~ 
ra -   -     A 

have are: 
• ■ 

(21) -B-v^-AC 
rb T 

(20) xa = VraH6 Xb = H5+rbH6 

(19) za = VraH4 Zb = VrbH4 

(18)   ya = HrraH2 yb - HrrbH2 

Hence the two possible positions of the aircraft may be calculated by using 

equations (20), (19) and (18) where the quantities are defined as: 

A = H6
2
+H2MI42-1 

B = «-1
1H6-J2H2-J3H4 

C = J1
2+J2

2+J32 

Jl = H5"X1 
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J3 c H3'zl 

H5 - VHlVH3B4 

H6 - H2A4+H4B4-C4 

E2-E4-H1(ArA4) 

V   "     B2-B4 

C2-C4-H2(A2-A4) 
K4 "   -   B2-B4   - 

VC3 
5=5 * >fs 

c2-c4 

¥B4 
_ -_    VA4 
"7*7 «7*4" 

x, •    Bi - x7 c,. 
Ji-1 
X       » E, *a 

<i s Y*i .   yyryr   Wzi   D. . iÄ^^ 

! 
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APPENDIX X 

POSITION LOCATION PROGRAMS AND THEIR COMPUTER REQUIREMENTS 

X-l.   POSITION LOCATION PROGRAM USING RANGE DIFFERENCE SYSTEM 

The program assumes that the measured range differences d     a9. and d 

are located in memory locations RD18 RD2 and RD3 respectively when the program 

is entered. 

The program may be entered at two different points: 

a. Entry point number 1 is for entering when the reference 

satellite's position have been updated.   The coordinates 

of the satellites are assumed to be in memory locations 

X., Y., Z. for stations located at (X., Y., Z.), i=l, 4 when i*   i*   i v  i'   i'   i"       ' 
the program is entered. 

b. Entry point number 2 is used when no reference updating is 

required. 

Entry point number 1: Satellite position? updated 

EN'PTl, LOAD ' Zl 

MUL Zl 
NORM 

STORE Z12 
STORE SUBE 

LOAD XI 

MUL XT 

NORM 

ADD SUBE 

STORE SUBE 

LOAD Yl 

MUL Yl 

NORM 

ADD SUBE 

STORE SUBE 

LOAD X2 

MUL X2 

/xl2+yl2+zl: 
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NORM 

STORE D2 

LOAD Y2 

MUL Y2 

NORM 

ADD D2 

STORE D2 

LOAD 72 

MUL 11 

NORM 

ADD D2 

SUB SUBE 

STORE D2 

LOAD V3 
MUL X3 

NORM 

STORE D3 

LOAD Y3 

MUL Y3 

NORM 

ADD D3 

STORE D3 

LOAD Z3 

MUL. Z3 

NORM 

ADD D3 

SUB SUBE 

STORE D3 

LOw X4 

MUL X4 

NORM 

STORE D4 

LOAD Y4 

I 

/VWY-V-V 

/«s^V-V-W 

I 
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Mil Y4 

NORM 

ADD D4 

STORE D4 

LOAD Z4 

MUL Z4 

NORM 

ADD D4 

SUB SUBE 

STORE D4 

LOAD X2 

SUB XI 

STORE X21 

LOAD X3 

SUB XI 

STORE X31 

LOAD X4 

SUB XT 

STORE X41 

LOAD Y2 

SUB Yl 

NORM 

DIV X21 

STORE A2 

LOAD Y3 

SUB Yl 

NORM 

DIV X31 

STORE A3 

NEGATE 

ADD A2 

STORE A23 

LOAD Y4 

SUB Yl 

/x4
2+y4

2+z4
2-x1

2-y12-zi: 
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NORM 

DIV X41 

STORE A4 

NEGATE 

ADD A2 

STORE A24 

LOAD Z2 

SUB Zl 

NORM 

DIV X21 

STORE B2 

LOAD Z3 

SUB Zl 

NORM 

DIV X31 

STORE B3 

NEGATE 

ADD B2 

STORE B23 

LOAD Z4 

SUB Zl 

NORM 

DIV X41 

STORE B4 

NEGATE 

ADD B2 

STORE B24 

LOAD A23 

NORM 

DIV B23 

STORE BDEN 

LOAD A24 

NORM 

DIV B24 1 
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NEGATE 

ADD BDEN 

STORE BDEN        4A2"A3)/(B2"B3))" (A 

Entry point number 2: No satellite position updating has occurred 

ENPT2,  LOAD R01 
MUL RD1 

NORM 

ADD HI 

NORM 

DIV BDEN 

STORE HI 

MUL A4 

NORM 

NEGATE 

ADD E4 

STORE H5 

LOAD RD1 

NORM 

DIV X21 

STORE C2 

LOAD RD2 

NORM 

DIV X31 

STORE C3 

NEGATE 

ADD C2 

NORM 

DIV B23 
STORE H2 

LOAD RD3 

NORM 

DIV X41 

STORE C4 
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SUB C2 
NORM 

DIV B24 
ADD H2 
NORM 

DIV BDEN 
STORE H2 
MUL A4 
NORM 

NEGATE 

ADD D2 
SHIFT 

NORM 
/Divide by 2 

DIV X21 
STORE 11 
LOAD PD2 
MUL RD2 
NORM 

NEGATE 

ADD D3 
SHIFT 

NORM 

DIV X31 
STORE E3 
NEGATE 

ADD E2 
NORM 

DIV B23 
STORE HI 
LOAD RD3 
MUL - RD3 
NORM 

NEGATE 
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SHIFT 

NORM 

DIV X41 
STORE E4 
NEGATE 

ADD E2 
STORE E24 
NORM 

DIV B24 
NEGATE 

SUB C4 
STORE H6 
LOAD HI 
MUL A24 
NEGATE 

ADD E24 
NORM 

DIV B24 
STORE H3 
MUL B4 
NORM 

NEGATE 

ADD H5 
STORE H5 
SUB XI 
STORE Jl 
MUL Jl 
NORM 

STORE C 
'.OAD A24 
MUL H2 
NORM 

NEGATE 

ADD C24 
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NORM 

DIV B24 

STORE H4 
MUL m 
NORM 

SUB 0) 
STORE A 
LOAD H4 

MUL B4 
NORM 

ADD H6 

STORE H6 

MUL Ho 

NORM 

ADD A 

STORE A 

LOAD HI 

SUB Y1 

STORE J2 

MUL J2 

NORM 

AUJ C 

STORE C 

LOAD H3 

SUB Zl 

STORE J3 

MUL J3 

NORM 

ADD C 

STORE C 

LOAD J2 

MUL H2 

NORM 

STORE P 
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LOAD J3 

MUL H4 

NORM 

ADD B 

STORE B 

LOAD Jl 

MUL H6 

NORM 

SUB B 

STORE B 

MUL B 

NORM • 

STORE ROOT 

LOAD H2 

MUL H2 

NORM 

ADD A 

STORE A 

MUL G 

NORM 

NEGATE 

ADD ROOT 

* SQRT 

STORE ROOT 

SUB B 

NORM 

DIV A 

STORE RA 

LOAD ROOT 

ADD B 

NEGATE 

* 
SQRT is the square root operator either v/ired in the machine as an instruc- 
tion or is a subroutine. 
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NORM 

DIV A 

STORE RB 

MUL H2 

NORM 

NEGATE 

ADD HI 

STORE YB 

LOAD RB 

MUL H4 

NORM 

NEGATE 

ADD H3 

STORE ZB 

LOAD RB 

MUL H6 

NORM 
ADD H5 

STORE XB 

LOAD RA 

MUL H2 

NORM 

NEGATE 

ADD HI 

STORE YÄ 
LOAD RA 

MUL H4 

NORM 

NEGATE 

ADD H3 

STORE ZA 

LOAD RA 

MUL H6 
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NORM 

ADP      H5 

STORE     XA 

** SELECT 

RETURN 

SELECT is a subroutine to pick which of the two solutions is valid (XA.YA.ZA) 
or (XB.YB.ZB) for the (x,y,z) position of the aircraft and places the 
correct answers in memory locations X, Y and Z. 
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X-2.   POSITION LOCATION PROGRAM USING ALL RANGE SYSTEM 

The program assumes that the measuied ranges r., r„ and r   are contained 

in memory locations R,, R„ and R„ respectively when the program is entered. 

The program may be entered at two different points: 

a. Entry point number 1 is for entering when the reference stations 

for the all range computation have been changed since the last 

computation.   These coordinates are assumed to be in memory 

locations X., Y., Z. for stations located at (x.,y.,z.) 1=1, 3 when l*    I'    i v l Ji   r      ' 
the program is entered. 

b. Entry point number 2 is for entering when the reference stations 

for the all range computation have not changed since the last 

computation.   The coordinates of the stations are assumeo\to be in 

X., Y., Z., for stations located at (x.,y.,z.), i=l, 3. 

Entry point number 1: Normal Entry When Station Positions Updated 

ENTR1, LOAD Zl 

MUL Zl 

NORM 

STORE Z12 

STORE SUBE 

LOAD XI 

MUL XI 

NORM 

ADD SUBE 

.TORE SUBE 

LOAD Yi 

MUL Y1 

NORM 

ADD SUBE 

STORE SUBE 

LOAD X2 

MUL X2 

/x^+y^+z^ 
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NORM 

STORE S2 

LOAD Y2 

MUL Y2 

NORM 

ADD S2 

STORE S2 

LOAD Z2 

MUL Z2 

NORM 

ADD S2 

SUB SUBE 

STORE S2 

LOAD X3 

MUL X3 

NORM 

STORE S3 

LOAD Y3 

MUL Y3 

NORM 

ADD S3 

STORE S3 

LOAD 23 

MUL Z3 

NORM 

ADD S3 

SUB SUBE 

STORE S3 

LOAD X2 

SUB XI 

STORE X21 

LOAD X3 

SUB XI 

STORE X31 

LOAD Y2 

/x2
2+y2

2+z22~*-\z~y\2'zi2 

/*3
2+y32+z32-xi2->'i2-v 
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SUB Yl 

NORM 

DIV X21 
STORE A2 
LOAD Y3 
SUB Yl 
NORM 

DIV X31 
STORE A3 
NEGATE 

ADD A2 
STORE A23 
LOAD Z3 
SUB Zl 
NORM 

DIV X31 
STORE B3 
LOAD Z2 
SUB Zl 
NORM 

DIV X21 
SUb" B3 
STORE B23 
NORM 

DIV A23 

STORE G2 

MUL A3 

NORM 

NEGATE 

ADD B3 
STORE G4 

-(122- 



Entry point number 2: Normal entry when no station updating needed 

ENTRST, LOAD Rl 

MUL Rl 

NORM 

STORE R12 

LOAD R3 

MUL R3 

NORM 

NEGATE 

ADD R12 

ADD S3 

SHIFT 

NORM 

DIV X31 

STORE F3 

LOAD R2 

MUL R2 

NORM 

NEGATE 

ADD R12 

ADD S2 

SHIFT 

NORM 

DIV X21 

SUB F3 

NORM 

DIV A23 

STORE G1 

MUL A3 

NORM 

NEGATE 

ADD F3 
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STORE G3 

LOAD XI 

SUB G3 

STORE Kl 

MUL Kl 

NORM 

STORE N 

LOAD Yl 

SUB Gl 

STORE K2 

MUL K2 

NORM 

ADD Z12 

ADD N 

STORE N 

LOAD Kl 

MUL G4 

NORM 

STORE M 

LOAD G2 

MUL K2 

NORM 

ADD M 

SUB Zl 

STORE M 

MUL M 

NORM 

STORE ROOT 

LOAD G4 

MUL G4 

NORM 

ADD 0) 
STORE L 

LOAD G2 
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MUL G2 

NORM 

ADD 1. 

STORE L 

MUL N 

NORM 

NEGATE 

ADD ROOT 

* SQRT 

STORE ROOT 

SUB M 

NORM 

D1V L 

STORE ZA 

MUL G4 

NORM 

NEGATE 

ADD G3 

STORE XA 

LOAD ZA 

MUL G2 

NORM 

NEGATE 

ADD Gl 

STORE YA 

LOAD M 

NEGATE 

SUB ROOl 

NORM 

* 
SQRT is either the square root function if implemented on the machine 
being used or else a sub-routine to find the square root of the quantity 
in ROOT 
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DIV L 

STORE ZB 

MIL G4 

NEGATE 

** SELECT 

RETURN 

ADD S3 

STORE XB 

LOAD ZB 

MUL G2 

NORM 

NEGATE 

ADD Gl 

STORE YB 

** 
SELECT is a subroutine to pick which of the two solutions is valid 
(XA.YA.ZA) or (XB.YB.ZB) for the (x.y.z) position of the aircraft and 
plares tne correct answer in memory locations X, Y and Z 

-626- 



X-3.   TIME REQUIREMENTS 

The following time equations are derived from the programs for esth system. 

X-3.1   RANGE DIFFERENCE 

a. No Reference Updating 

Time = 67 (LOAD/STORE)+37(ADD/SUB)+29(MUL) 

rl6(DrV)-K5(NORM)+19(NEGATE)+3(SHIFT) 

+1(SQRT)+1 (SELECT) 

b. Reference Updating 

Time = 118(LOAD/STORE)+S2(ADD/SUB)H41(MUL) 

+24(DIV)+65(NORM)+24(NEGATE)+3(SHIFT) 

+1(SQRT)+1(SELECT) 

X-3.2   ALL RANGE 

a. No Reference Updating 

Time = 32(LOAD/STORE)+21(ADD/SUB)+16(MUL) 

+5(DIV)+21(NORM)+9(NEGATE)+2(SHIFT) 

+1(SQRT)+1(SELECT) 

b. Reference Updating 

Time = 66<LOAD/STORE)+38(ADD/SUB)+26(MUL) 

+:0(DrV)+36(NORM)+ll(NEGATE)+2(SHIFT) 

+ 1(SQRT)+1(SELECT) 
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X-4.   MEMORY REQUIREMENTS 

X-4.1  RANGE DIFFERENCE 

340 - Main Program 

67 - Variable Storage 

1 - Constant Storage 

408      Memory Locations + SQRT + SELECT 

X-4.2   ALL HANGE 

189 - Main Program 

42 - Variable Storage 

1 - Constant Storage 

232 Memory Locations + SQRT + SELECT 

X-5.   SELECT SUBROUTINE 

The following is a possible method of selecting the proper coordinates of the 

two available.   It simply picks those coordinates which minimize the distance traveled 

in the x-y plane since the last fix.   That is: 

( 
mn /(XA-X)2+(YA~Y)*  ,    /TXBrX)7+nrBD7* 

determines whether (XA> YA, ZA) or (XB, YB, ZB) are the correct coordinates.   The 

subroutine actually takes the minimum of the squares of the quantities to avoid the 

square rooting. 

X-5.1   SELECT SUBROUTINE PROGRAM 

LOAD XA 

SU3 X 

STORE Tl 

MIL 
WHOM 

Tl 

wUKn 

STORE ADIS 
LOAD YA 
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OTHER, 

SUB Y 
STORE Tl 
MUL T1 
NORM 

ADD ADIS 

STORE ADIS 

LOAD XB 
SUB X 
STORE Tl 
MUL Tl 
NORM 

STORE BDIS 

LOAD YB 
SUB Y 
STORE Tl 
MUL Tl 
NORM 

ADD BDIS 

SUB ADIS 

SKIP >0 
JUMP OTHER 

LOAD XA 
STORE X 
LOAD YA 
STORE Y 
LOAD ZA 
STORE 2 
RETURN 

LOAD Aß 

STORE X 
LOAD YB 
STORE Y 

LOAD ZB 
STORE Z 
RETURN 

' /(XA-X)2+(YA-Y)2 

/(XB-X)2+(YB-Y)< 

/(XA-X)2+(YA-Y)2    is   smaller 

/(XB-X)2+(YB-Y)2    is smaller 
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X-5.2    SELECT TIME REQUIREMENTS 

Time = 24 (LOAD/STORE)+7(ADD/SUB)44(MUL)+4(NORM)+l(SKIP)+2(JUMP) 

X-5. 3    SELECT MEMORY REQUIREMENT 

42 - Main Program 

3 - Variable Storage 

45      Memory Locationo 

X-6.   SQRT SUBROUTINE 

Many possible techniques exist for finding the square root of a quantity. 

Perhaps the most famous and simplest is the Newton-Raphson method: 

f(Xj) 
xi+ic xi" rr^T 

where  f(x.) = x.2- P 

x.2-P 
y    E y     . L-  xi+l  xi   2xi 

1 (v *) xi+l ' 2 

This technique is an iterative technique and is terminated when 

I xm2"'>l<^   where C is the allowable error. 

X-6.1   SQRT SUBROUTINE PROGRAM 

Assumes value to be rooted is in the accumulator upon entry into subroutine. 

STORE P 

SHIFT 

LOOP,       STORE XI /Use j the value as initial guess , 

LOAD P 
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NORM 

DIV XI 

ADD XI 

SHIFT 

STORE XNEW 

Mil XNEW 

NORM 

SUB P 

SKIP L° 
NEGATE 

SUB EPSILON 

SKIP >0 

JUMP DONE 

LOAD XNEW 

JUMP LOOP 

LOAD XNEW 

RETURN 

/Absolute value 

DONE, 

X-6.2   SQRT TIME REQUIREMENTS 

Since the program is an iterative process the time will be given 

as the fixed time plus time per iteration.    Normally seven iterations 

starting at x   - p/2 yields 10 significant digits 

Time - 3(LOAD/ST0RE)+l(SHIFT)+2(JUMP) 

+N[4(L0AD/ST0RE)+3(ADD/SUB)+1(MUL) 

+1(DIV)+2(N0RM)+2(SKIP)+1(NEGATE)*!(JUMP)] 

Where N is the number of iterations 

Hence for jeven iterations we would have: 

Time = 31   {L0AD/ST0RE)+21(ADD/SUB)+7(MUL) 

+7(DIV)+14(N0RM)+1(SHIFT)+7(NEGATE} 

+14(SKIP)+9(JUMP) 
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X-6.3  SQRT MEMORY REQUIREMENTS 

21 - Main Program 

3 - Variable Storage 

1 - Constant Storage 

25      Memory Locations 

I 
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SECTION VIII 

OPERATIONAL ANALYSIS 

8.1 INTRODUCTION 

The objective of this analysis is to model an Integrated Communication, Navi- 

gation, and Identification user environment in order to estimate the multiple access 

requirements which a CN; waveform would be expected to accommodate. 

8.2 METHOD 

Ona of the projected uses of a system utilizing an integrated CNI waveform is to 

improve upon present CNI methods in order to bring about more effective utilization of 

airspace and aeronautical ground facilities by all users of the Federal Airways System 

in the post-1975 period.   Therefore, the problem of air traffic control on the Federal 

Airways will be addressed in this analysis.   As will be shown in Section 8. 3. 2, the 

air traffic control environment iy the "worst case" representative of the situations in 

which a CNI system could be implemented.   Within the limited scope of bit capacity 

and dynamic range requirements (security, and low detectability requirements are not 

addressed here), development of a CNI waveform compatible with air traffic control 

(ATC) environment should yield a waveform amenable to any other projected environ- 

ment for a CNI system.   Therefore, a representative ATC environment will be mod- 

elled, in which the origins, destinations, frequencies of occurrence, durations, con- 

tents and link lengths of message transmissions required by and for ATC of various 

classes of aircraft are defined.   When these data are combined with certain design 

data, e.g., placement of emitters in the environment, and choice of error-correcting 

codes, the multiple access requirements can be determined. 

The modeled environment will utilize a scenario incorporating peak air traffic 

oading in a high-traffic-density terminal area and the adjacent enroute airspace. 

Each airport within this terminal area will be treated as a "source" and a "sink" for 

aircraft.   A method will be developed to define the maximum possible inflow and out- 

flow rates for airports in this terminal area as functions of aircraft class.   The pro- 

portional mix of aircraft classes in the airspace will be projected from FAA estimates 

of future air traffic.   The data exchange requirements for each class of aircraft will 

be developed as a function of flight phase using FAA voice transmission data. 
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Modifications involving an effective mix of voice and data link exchanges will also be *# 

discussed.   Message requirements will be defined for the following flight phases: 

1. Pre-takeoff including taxi, 

2. Takeoff departure arid transition to enroute. 

3. Enroute between high traffic density terminal areas on 
the Federal Airways System. 

4. Arrival, approach and landing within high traffic density 
terminal areas from enroute. 

5. Post-landing including taxi. 

When the data requirements per flight and number of flights per airport are 

defined, only the number and geographical disposition of airports in the terminal 

need be defined to obtain the total CNI message traffic volume in the scenario air- 

space.   Multiple access requirements and near/far power level approximations can 

be made only after intelligent placement of transmitter/receiver sites within the 

scenario area. 

The number of airports and their disposition in the scenario area will be an 

average of six high traffic density terminal areas in the United States; Boston,  New 

York, Chicago, Los Angeles, San Francisco, and Seattle,   The resulting representa- 

tive terminal area will contain airports of the following types: military, commercial, 

municipal, and private.   Their spacing and disposition is the result of topographically 

averaging the six sample areas in a composite area (See Appendix I ). 

8.3   RATIONALE 

The nnalysis is limited to the Air Traffic Control (ATC) environment within the 

continci *a! t'^ited States for the following reasons, 

8.3.1   EQUIPMENT COMPATIBILITY 

One of the principal desired results of implementing a CNI system is a 

significant reduction in the number of "black boxes" required in aircraft.   However, 

all classes of aircraft (military, commercial and general aviation) travel on the Federal 

Airways and are subject to the legal requirement for carrying airborne electronic equip- 

ment compatible with the ground electronic equipment of the ATC system.   Therefore. , 

Are;; Charts - l'.S,,  V.S, Dcpt, of Commerce, Environment Science Services 
Administration. Coast and Geodetic Survey,  Washington,  D.C.,   1 May 19(59. 
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implementation of CNI in another environment such as a specialized military situation 

would in no way reduce the airborne black box count but would increase it because of 

the requirement to carry separate equipments for the ATC and military environments. 

Clearly CNI must be implemented in the ATC environment if a significant reduction in 

airborne black boxes is to result. 

8.3.2   WORST CASE DESIGN 

Preliminary examination of specialized military environments and the civil 

ATC environment shows the latter to contain the most stringent CNI requirements.   In 

comparison with the CNI requirements of military missions such as air superiority, 

close air support, interdiction, reconnaissance, strategic bor * :njr, antisubmarine 

warfare, amphibious as suit, search and rescue, etc., the ATC *', /ironment is char- 

acterized by: 

1. Higher traffic density. 

2. Greater dependence on external aid to navigation. 

3. Greater proportion of inexperienced pilots requiring monitoring 
and vectoring or other assistance. 

4. Less acceptable risk. 

5. Greater variety of aircraft characteristics. 

(). Less coordination between airspace/facility users and airspace/ 
facility controllers, 

7. Virtual continuous loading (24 hours per day) on system. 

Because of these factors, a v„NI system design that proves effective in tne ATC 

environment should operate at least as well in specialized military situations.   It is 

recognized that a CNI system operated in a military environment will require certain 

features, such as security, not required for ATC,   However, these features are 

expected to have little impact on the primary subject addressed in this analysis, i.e.. 

multiple access and data loading on the system. 

8.IS.U   COMMONALITY 

A CNI system design based or the requirements developed for a specific 

military situation stands the chance of proving inadequate in other military situations 

or the ATC emironment.   Development of a CNI system capable of meeting the needs 

of ATC will provide a common system with the access capacity for functioning in other 

environments. 
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8.4  BACKGROUND MATERIAL **: 

Considerable study effort has already been expended toward developing future 

ATC system requirements.     This material provides a starting point for developing 

CNI requirements.    However, complete dependence on the data developed in this 

material would lead to erroneous requirements for the following reasons. 

8.4.1 DATA LINKS 

The present ATC environment is essentially devoid of data links.   Air/Ground/ 

Air Communications are conducted entirely by voice except for a small percentage 

of Morse code communications for transocean flights.   It is not reasonable to expect 

complete dependence on voice and code to continue in the time frame of CNI impel- 

mentation since the majority of present A/G/A communication messages are of a 

stylized nature, amenable to canning, and more efficiently transmitted by data link. 

Since the message content of a typical voice transmission of several seconds length 

can be data linked in a few milliseconds, the inclusion of data link formats in a 

CNI  system has considerable impact on its access capacity.   Therefore, extrapolation 

of future CNI requirements based entirely on present voice channel loading would be 

an erroneous procedure. 

8.4.2 AIR TRAFFIC CONTROL RADAR BEACON SYSTEM 

Present ATC planning and past ATC commur.ication studies treat the Air 

Traffic Control Radar Beacon System (ATCRBS) as a separate (non-integrated) 

system from communication systems.   However, a CNI system will, oy definition, 

include the functions presently accomplished by the ATCRBS while obviating the 

need for certain communications traffic associated ">'th its nnnrstinn     Arroin   PNT 

channel loading that is partly based on loading requirements imposed by a non-integrated 

ATCRBS would lead to erroneous conclusions. 

8.4.3 AUTOMATION 

Certain air traffic controller functions now implemented by means of voice 
communication channels will be automated in the time frame of CNI causing an uncer- 
tain impact on access loading.   This impact can be accessed by proper analysis 

"Future Air-Ground-Air Communication Subsystem Investigation, " FAA Report 
No. RD-66-16.   Communication Systems, Inc., Paramus, New Jersey. July I960. 
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but would be unaccounted for in an analysis predicated on extrapolation from present 

methods.   An example of access loading changes brought about by automation can be 

seen for the case of Track Handover.   As an aircraft proceeds from the jurisdiction of 

one controller to that of another, present methods require a minimum of three voice 

message transmissions.   These are a ground initiated call-up from the present con- 

troller directing the pilot to switch to the succeeding controller's frequency, a pilot 

acknowledgement that may be made but is not required, a pilot initiated check-in with 

the succeeding controller on the new frequency, and an acknowledgement by the suc- 

ceeding controller.   None of these transmissions need be made in an automated system 

in which the aircraft is continuously tracked and its position coordinates and discrete 

identity are passed on from controller to controller by means of its multiple access 

address.   One implementation would be the use of a common calling channel on which 

aircraft in a given sector are roll-called.   The roll-call would include data link coded 

instructions that cause the aircraft's tra.isponding equipment to automatically switch to 

the new channel and reply with its position coordinates upon receiving its discrete 

address code.   More details of the impact of automated functions in an  CNI system 

will be presented in succeeding paragraphs. 

8.5  SCENARIO RULES 

The following paragraphs explain the procedural rules to be applied to the ATC 

scenario in order to obtain the multiple access requirements in a systematic way. 

Implicit in these rules are certain design requirements of a CNI system.   All such 

requirements are predicated on goals set for the air traffic control system by the FAA 

and the Radio Technical Commission for Aeronautics (RTCA). 

8. i.". 1   ROUTE STRUCTURE 

The present system of high altitude Jet Routes and low altitude "Victor" Air- 

ways will be retained.   These routes and airways will retain the present basic charac- 

teristic of radiating, spoke-like, from the terminal area.   However, they need not 

necessarily converge over navigational emitter sites.   Parallel routes and airways wili 

be permitted. 

* 
Universal Air-Ground Digital Communication System Standards, Radio Technical 
Commission for Aeronautics, Washington, D. C., 7 March 1968. 
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8. 5. 2   CONTINUOUS FLIGHT FOLLOWING 

All CNI equipped aircraft will be tracked by ground facilities within all portions 

of the terminal area and on all jet routes.   Information continuously available at the 

ground tracking facilities will be: 

a. Aircraft flight number, registration number or side number 
(19 bits). 

b. Aircraft type designation (12 bits). 

c. Aircraft addresc code (12 bits). 

d. Aircraft X/Y/h coordinates (22/22/11 bits). 

e. Georeference of X /Y /h   (22/22/ii bits). 
0      0     0 

f. Aircraft present velocity vector (18 bits). 

g. Aircraft present maneuver; e. g., cruising, holding, 
descending, etc. (4 vits). 

8. 5. 3   CONTINUOUS BROADCASTS 

All portions of the terminal area and adjacent enroute airspace will have 

available a continuous transcribed voice broadcast of present and forecast weather 

and winds aloft, applicable to the terminal area, adjacent terminal areas, and the 

intervening enroute airspace.   All airports served by a control tower will have a 

continuous voice broadcast containing the information presently carried on Automatic 

Terminal Information Service (ATIS) channels. 

8.5.4   INSTRUMENT APPROACH AND LANDING 

Each airport will be served by a system enabling area navigation from the 

airport surface to at least a 20 nmi radius of the airport.   In addition, each airport 

that is served by a control tower will be served by a system enabling accurate 

azimuth guidance along the landing runway centerline and at least 1 nmi of its upwind 

and downwind extensions, and accurate vertical guidance along pilot selectable glide- 

slopus having vertical angles between 2 degrees and 30 degrees.   The glideslope 

signal will be available in at least an eighty-degree azimuth sector cantered on the 

downwind runway centerline extension. 

I 
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8.5.5   RUNWAY OCCUPANCY 

The time separation between successive aircraft using th*. .;-<•. ■ nnway is the 

key parameter in establishing the traffic density in the terminal area     Th. : is due to 

the assumption that traffic delays presently caused by inadequacies of present CNI 

methods will be eliminated by an integrated waveform system leaving only the factor 

of safety, as regards the spacing of landing and departing aircraft, as a criterion for 

assigning a numerical value for flow rate to a given runway.   It is assumed that sys- 

tem will retain the present practice of not releasing an aircraft from its departure 

point until there is a time slot available for it to land around its ETA at its point of 

intended landing.   Thus with a smoothly functioning traffic control system, there 

should be no more aircraft in the air than there are runway time slots available tor 

an orderly flow of traffic.   According to the FAA Airman's Information Manual, the 

present ATC methods permit aircraft to be released and accepted at two-minute inter- 

vals if a functioning ILS is available.   The same reference indicates that ten or more 

minutes separation is required between aircraft making instrument approaches without 

an ILS.   It has been indicated that twenty to thirty seconds should be adequate separa- 

tion with a functioning advanced instrument landing aid (such as might be incorporated 

in CNI). * However, Special Committee 117 which wrote this opinion based it on brak- 

ing deceleration characteristics but not airborne deceleration on glide path.   Also, the 

committee did not take into account the hazard introduced by the wingtip vortices of 

heavy aircraft.    Longer delay is advisable before landing behind such aircraft to allow 

the vortices to dissipate to a less hazardous strength.   Unfortunately, the stable air 

conditions that prevail when an instrument landing aid obtains its greatest use   are 

also the conditions that inhibit the dissipation of wingtip vortices.   No hard data is 

available on dissipation times, some people claiming a few seconds, while others are 

claiming up to one-half hour. 

24-69/SC-l 17-48,  Radio Technical Commission for Aeronautics,  Washington.  D.C 
31 January inen. 
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Actual measurement of separation between aircraft and VFR conditions at three 

high density terminals in the Los Angeles area showed that controllers tended to space 

the aircraft so that approaching aircraft passed through 200 feet a. g. 1. on glide path 

at the moment the preceding aircraft vacated the runway and such that departing air- 

craft were released at the moment the preceding aircraft reached 200 feet a. g. 1. on 

takeoff.   Elapsed times between aircraft passing the runway midpoint varied from 
** 

fifteen to sixty seconds, with an average of forty-five seconds. 

Consideration of the above suggests that the RTCA figures are accurate for actual 

"wheels on the runway" occupancy time but that the actual figures used should include 

the air time required from decision height to landing and from takeoff to an altitude of 

20G feet a. g.l. 

8. 5. 6   APPROACH SPACING 

The time separation between aircraft using the same runway will be such that 

approaching aircraft reach decision height or minimum descent altitude at the moment 

the landing aircraft that immediately preceded them clears the runway (has turned 

onto a taxiway), or at the moment the departing aircraft that immediately preceded 

them reaches 200 feet a. g. 1.   The time separations used were obtained by actual mea- 

surement (see Table 8-1). 

8. 5. 7   TAKEOFF SPACING 

The time separation between aircraft using the same runway shall be such that 

aircraft taking off will start rolling at the moment the landing aircraft that immediately 

preceded them clears the runway or at the moment the departing aircraft that immed- 

iately preceded them reaches 200 feet a. g. 1.   The time separations used were obtained 

by actuai measurement (see Table 8-1). 

8.5.8   ARRIVAL SPACING 

The approach and departure spacing specified Li paragraphs 8. 5. fi and 8. 5. 7 

above represents the maximum oi* saturation level for any given runway.   It will be 

assumed that during the sample time peiiod used in this analysis, those runways located 

on airports serving the Air Carrier user class (the largest percentage of traffic) will be 

* * 
observed Mav !!)(>;> 
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operated at this maximum possible level.   Aircraft entering the terminal area from 

the adjacent enroute airspace will arrive at the same rate as the absorplion rate of the 

airport complex.   This entry rate will be maintained by issuance of computer generated 

speed commands for speed control of arriving aircraft penetrating the terminal area 

from the "ojacent enroute airspace.   Lateral spacing between arriving aircraft in the 

terminal area will be set by the number of airways into the area.   This number will be 

set at a ve.lue representative 01 the Jet Routes and Low Altitude Airways entering the 

six sample terminal areas. 

8.5.9 DEPARTURE SPACING 

Aircraft transitioning from field patterns to airways in the enroute airspace will 

utilize the same airways set in paragraph 8.5.8 but will occupy altitude levels different 

from the levels of arrival air traffic.   The parking aircraft will be shunted to these 

airways so as to be uniformly distributed among them. 

8.5.10 HOLDING 

If the rules detailed above are adhered to, there should be no requirement for 

hold'ng since the traffic arrival rate never exceeds the handling capacity of the airport 

complex.   Therefore, the communication traffic associated with holding in th-i scenario 

volume will be omitted. 

8.5.11 FLIGHT RULES AND PLANS 

All present air traffic operates in one of three ways; i.e., with a Vi'R {Visual 

Flight Rules) flight plan filed with ATC, with an IFR (Instrument Flight Rules) flight 

plan filed with ATC, or with no filed flight plan (necessarily under VFR conditions 

since flight under IFR conditions witaout a flight plan filed is illegal).   It will be 

assumed that IFR conditions prevail in the scenario volume.   This assumption elimi- 

nates flights such as local landing practice, sightseeing, and sport flying.   Such flights 

place essentially no load on navigational and identification facilities and minimal load- 

ing on communication facilities.   The assumption of JFR traffic places maximum load- 

ing on all facilities. 
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8.6   DETAILED SCENARIO DATA 

8.6.1   ANTICIPATED I rtOPORTIONAL MIX OF AIRCRAFT TYPES 

Aircraft    ~os have been generalized and categorized by user class as is 

traditionally in studies on air traffic.   The user classes are:   Military, Commer- 

cial, and General Aviat'on.   Representative aircraft types are shown in Figure 8-1.  The 

future air traffic distribution dat*; fuu    »iiow were derived from FA A Report No. RD- 

6G-l()-rv\ and data obtained fron> 'the FAA Air Route Traffic Control Center at 

Palmdale, California. 

Tv     Traffic Percent of Total Percent of Type 
—iß—  Tn Terminal Avon jn Enroute Transit 

Percent of Total 
In Terminal Area 

13 8% 
51. 7% 
34. 5% 

Military 13.8% 25^ 
Air Carrier 51.7% 25% 
General Aviation 34.5% 25% 

8.6.2   NUMBER OF AIRPORTS AND AIRWAYS 

The average number for each type of airport and through airway in the scenario 

area was derived fron   examination of instrument area navigation charts of the six 

sample areas.   Only IFR rate fields are counted. 

Airports No^ Airways Mo, 

Military 9 
Commercial 5 
Municipal 9 

Military 9 High Altitude 4 
Commercial 5 Low Altitude 5 

* 
Peak Day Report,  Los Angeles Air Route Traffic Control Center.   FAA.   196K, 
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GENERAL AVIATION 

• THESE USER CATEGORIES HAVE DIFFERING VOICE TRANSMISSION REQUIREMENTS. 
HOWEVER, ALL MUST OPERATE COMPATIBLY IN AN AIR TRAFFIC CONTROL ENVIRONMENT 

• VOICE MESSAGE SEQUENCES HAVE BEEN MODELED FOR EACH CATEGORY BASED UPON 
FAA SUPPLIED DATA, PREVIOUS ATC STUDY REPORTS AND FIELD MONITORING OF 
ATC VOICE CHANNELS. 

769-1746 
UNCLASSIFIED 

Figure 8-1.   Airborne Communicator Categories. 

8.6.3   FLIGHT PROFILES 

The message demand and message spacing of each aircraft is affected by its 

altitude/speed profile during its departure, enroute, and arrival phases.   These pro- 

files are determined by the aircraft characteristics.   The aircraft characteristics 

shown in Tabie 8-1 willbe assumed for the three principal categories of aircraft users. 

These characteristics are not based on the maximum capabilities of the aircraft but 

rather on their average manner of operation while on The Federal Airways .System. 

Military and Commercial aircraft categories will be assumed to consist entirely of 

turbojet and turboprop aircraft, while The General Aviation category will be assumed 

to consist of a mix single and twin engine reciprocating engine types with no greater 

than 700 horsepower.   Note that in accordance with Federal Aviation Regulations, all 

aircraft must not exceed 250 kts when below 10,000 feet altitude, and when in traffic 

areas, jet aircraft must not exceed 200 kts while propeller aircraft must not exceed 

156 kts* 

Part 91, General Operating and Flight Rules,  Federal Aviation Regulations.   Federal 
Aviation Agency, Washington, D.C.,  I960, 
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Table 8-1.   !•'light Profiles i 
Military Air Carrier General Aviation 

Land and Takeoff Spacing 
Takeoff minimum 20 sec 20 sec 15 sec 
Takeoff average 45 sec 45 sec 45 sec 
Landing minimum 20 sec 20 sec 15 sec 
Landing average — 45 sec — 

Vertical Speed 
Climbout +2000 ft/min +1000 ft/min +750 ft/min 
Departure Transition +3000 ft/min +2000 ft/min +500 ft/min 
Initial Approach -5000 ft/min -1000 ft/min -500 ft/min 
Final Approach -500 ft /min -500 ft/min -500 ft/min 

Ground Speed 
Climbout 200 kts 200 kts 100 kts 
Departure Transition 250 kts 250 kts 110 kts 
Initial Approach 250 kts 250 kts 160 kts 
Final Approach 150 kts 150 kts 100 kts 
Enroute 500 kts 500 kts 160 kts 

Type of Departure MID sm Radar Vector 
Type of Initial Approach Penetration Straight In Radar Vector 
Percent with G to A Data 100% lOOVc 0% 

Link 
Percent with Hard Copy 50% 100% 0% 

DL Readout 
Average Enroute Altitude 30, 000 ft 30,000 ft ;           8,000 ft 
Average distance from air- 150 nmi 150 nmi 75 nmi 

port of first enroute com- 
pulsory reporting point 1 1 

8.6.4   AVERAGE TIME IN TERMINAL AREA 

Time in the terminal area for departing and arriving aircraft is defined as 

airborne time between the first enroute compulsory reporting point on departure,  or 

last enroute compulsory reporting point on "-rival,  and contact with the airport runway 

surface.    For aircraft in transit, it is the time from the entry reporting point to the 

departure reporting point. 

A summary of the above terminal area transit times is shown in Table 8-2. These 

times will bs used to calculate the population density of aircraft in the terminal area. 

Details of the elapsed-time calculations are contained in the following paragraphs. 

! 
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Table 8~2.    Terminal Area Flicht Times 

Flight Phase Military Air Carrier 'Vnevai Aviation 

Departure T,,~ = 27 min. MD 
TCD = 30 min. T„n = 66.5 min 

Arrival              t TMA = 24.4 min. T„. = 25.5 min. CA TGA = 66 min" 
Enroute Transit TME - 18 min. T_ = 18 min. CL 

T„„ = 49.3 min. 

8.6.4.1 Military* 

Departure - After takeoff, climb at 2000 ft/min and 200 kts for 20 nmi.   Distance 

from airport assumed zero at this point since turns are made in climb.   Elapsed time is 

six minutes, altitude reached is i2,000fect.   Then climb to 30, 000 feet at 250 kts and 

3000 ft/min.   Elapsed time is six minutes and distance covered is 25 nmi.   Cruise at 500 

kts the remaining 125 nmi to the first compulsory enroute reporting point.   Elapsed time 

is fifteen minutes.   Total military departure time (TMn) is 6 4 fi + 15     27 min. 

Arrival - After arrival at last compulsory enroute reporting point, proceed in- 

bound 150 nmi to the approach fix at enroute cruising speed. Elapsed time is eighteen 

minutes. Commer.ce penetration from 30, 000 feet to 1, 500 foot glide path interception 

at 50c0 ft/min rate cf descent holding 250 kts to 10. 000 feef. and 200 kts below 10. 000 

feet. Elapsed time is 144 seconds. Total military arrival time (T ) is (18 + 6) min 

+ (144) sec     24 minutes,  24 seconds. 

8.6.4.2 Air Carriers ** 

For commercial air carrier aircraft, the time adds as follows: 

Departure - After takeoff, climb at 1000 ft/min srrd 200 kts for 20 nmi man- 

euvering as described for military aircraft.   Elapsed time is six minutes, altitude 

reached is (1000 feet.   Then climb to 30,000, feet at ,v50 kts and 2000 ft/min.   Elapsed 

time is twelve minutes and disipuce covered is 50 nmi.   Cruise at 500 kts the remain- 

ing 100 nmi to the first compulsory enroute reporting point.    Elapsed time is twelve 

minutes.   Total air carrier departure time (T„n) is 6 + 12 4 12 - 30 minutes. 

Arrival - After arrival at the last enroute reporting point, proceed inbound at 

cruising speed for 90 nmi while descending to 15, 000 feet at 2. 000 ft/min.   Elapsed 

time is 7. 5 minutes,   Decelerate to 250 kts and continue descent at 1. 000 ft/min to 

** 

Instrument Flying. Air Force Manual No. 51-37, Department of the Air Force, 
Washington, 20 January 1960. 

U.S. Government Standard Instrument Arrivals and Departures for Civil Aerodromes, 
Coast and Geodetic Survey,  Environmental Science Services Administration, Rockville, 
Md.,  1969. 
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glidesiope interception at 4000 feet.   Elapsed time is eleven minutes and distance 

covered is 45 nmi.   Decelerate to 150 kts and proceed inbound on glidesiope at 500 

ft/min rate of descent.   Elapsed time is eight minutes and distance covered is the 

remaining 25 nmi to the airport.   Total air carrier arrival time (TCA) is 7. 5 + 11 + 

8 = 26 min 30 sec. 

8.0.4.3   General Aviation* 

1 

For general aviation aircraft, the time adds as 'ollows- 

Departure - After takeoff, climb at 750 ft/min and 100 kts while being radar 

vectored to 4000 feet.   Elapsed time is 5.5 minutes and distance covered is 9 nmi. 

However, assume zero distance from airport due to turns.   Continue climb at 500 ft/min 

and 110 kts to 8000 feet.   Elapsed time is sixteen minutes and distance covered is 29 

nmi.   Proceed 46 nmi to first compult ary reporting point at 160 kts.   Elapsed time 

is seventeen minutes.   Proceed 75 nmi to terminal area boundry at 160 kts.   Elapsed 

time is twenty-eight minutes.   Total general aviation departure time (T_„) is 5. 5 + 

16 + 17 4 28 = 68 min 30 sec. 

Arrival - After arrival at the terminal area boundry, proceed 75 nmi to last 

enroute reporting point at 160 kts.   Elapsed time is twenty-eight minutes.   Commence 

series of altitude transitions and radar vectored turns to a position on the glidesiope 

10 nmi from the runway threshold.   160 kts is maintained fur 75 nmi distance. 

Elapsed time is twenty-eight minutes.   Proceed inbound on glidesiope at 1C0 kis to 

runway.   Elapsed time is ten minutes.   Total time for general aviation arrival (T    ) 

is 28 + 28 + 10 = 66 minutes. 

8.6.5   ENROUTE TRANSIT TIMES 

8. b'. 5,1   Military and Air Carriers 

Kxamination of ewroute navigation charts for the sample terminal areas shows 

that the high altitude airways   or Jet Routes, converge essentially at the center of the 

terminal areas.   Thus, the military and air carrier traffic transmitting on these al- 

ways (ravel a distance of essentially one diameter (150 nmi) of the terminal area. 

Therefore, military and air carrier enroute elapsed times (T       and T     ) at the 
Mr. A L\ 

ground speeds shown in Table 8-1 are 18 minutes. 

Instrument Flying Handbook,   Federal Aviation Agencv Flight Standards Service, 
Washington, I), r.,  ]%«, ^ -646- 



8.6,5.2  General Aviation 

The average low altitude airways structure can be represented by five parallel 

airways with equ   istant spacing (25 nni) across the terminal area distance.   If the 

general aviation aircraft transmitting the terminal area are assumed to he uniformly 

distributed on these airways, then the average distance each travels is 131,2« nmi for 

an elapsed time (Tf,F) of 40, 3 minutes. 

8.6.6   GROUND COMMUNICATOR CATEGORIES (See Fig-re 8-2) 

The following paragraphs describe the terminal points and data originators 

wiih which pilots communicate in the course of a flight.     We are not concerned here 

with the actual transmitting sites, but rather the functional character of the various 

transmissions.   These transmissions may be carried on dedicated voice channels, 

superimposed on a navigational channel, or simultaneously carried by both.   The 

order that the ground stations are presented here approximates the chronological 

order in which they would be encountered during a typical flight.   Sections marked 
(#) (*) are for information only and will not be mcluded in the CNI scenario. 

8.6.6.1 Automatic Terminal Information Service (ATIS)ff 

Data that must be reoeated often by the tower personnel to departing and arriving 

aircraft will be recorded on an endless tape and continuously broadcast.   The tape will 

be edited and updated whenever necessary to accommodate changed conditions.   Typical 

broadcast data are barometer setting, temperature,  runway in use. traffic pattern pro- 

cedures, visibility, correct address for tower and grond control,  etc.   At high density 

terminals, two dedicated channels for ATIS will be provided.   The information on one 

will be tailored to the needs of departing aircraft while the other will service approach- 

ing aircraft.   The present use of ATIS has greatly reduced the work load of tower 

personnel and reduced queueing on the tower channels. 

8.6.6.2 Ground Control (GO 

At high-density municipal and military airports, one or more channels will 

be dedicated for control of taxiing aircraft.   Requests for permission to taxi and for 

specific instructions to reach specific destinations each as a runway or terminal build- 

ing are made by pilots and, in turn, answered by a ground controller.   The controller may 

have Airport Surface Detection Equipment (ASDE) such as high resolution radar, ground 

* 
Airman's Information Manual, Department of Transportation.   Federal Aviation 
Administration. National Flight Center, AT-430. Washington, D.C..  1<M>9. 
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DIRECT MODE NAV. 
FACILITIES WITH 
VOICE CAPABILITY 
(VHF, UHF., LF, 
AND L-BAND) 

TRANS-OCEAN TRAFFIC CONTROL (HF) 

AIR ROUTE TRAFFIC CONTROL 

LOCAL CONTROL (TOWER) 

APPROACH CONTROL 

DEPARTURE CONTROL 

GROUND CONTROL 

f   CLEARANCE DELIVERY 

/  /    AUTOMATIC TERMINAL INFO.  SERV. 

COMPANY RADIO OR FLIGHT 
SQUADRON OPERATIONS    SERVICE 

' STATION 

;&i^ 

I 

LONG RANGE 
NAV. 
FACILITIES 
(LF, VLF, 
AND HF) 

869-1*92 UNCLASSIFIED 
Figure 8-2.   Present Ground Communicator Categories. 

emplaced proximity sensors or  CM position location equipment, and appropriate read- 

outs such as CRT or status hoard displays to aid him in his task.   Also, he will occ.ipy 

an elevated position on (he airport, such as the tower,  to control traffic visually.   When 

more than one ground control channel is used, each channel will he dedicated to seg- 

ments of ground traffic that do not interfere such as separate halves of an airport, two 

simultaneously used runways, or departing and just landed aircraft.   In locations that 

do not have a dedicated clearance deliver}' channel, its functions will he handled on a 

ground control channel. 

8. (i. (J. \\   Clearance Delivery (CD) 

A dedicated channel for pilot requests for and subsequent   transmittal of ATC 

night clearances.    The time on-the-air required for a single voice two-way exchange 

can be from 10 to 15 seconds for uncomplicated clearances to times in excess of one 

minute lor more complicated clearances.   These times are in sharp contrast to the 

terse-, less-than-a-second to 10 second messages and acknowledgements typical on other 

airport channels and could cause intolerable queueing on tower or ground control channel 
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if special clearance delivery channels were not provided,   A hard-copy print-out ot data 

received on this channel would be desireable in all aircraft and is considered practical 

in large commercial and military aircraft and some business aircraft. 

8.6.6.4 Squadron Operations or Company Dispatch (CR) 

A private two-way voice channel would be used for the issuance of instructions 

from the ground, transmission of status reports and requests from aircraft.   Messages 

are between the aircraft and its owner or the owner's agent.   Such communication is 

not concerned with the public matter of air traffic control but is rather the private 

concern of the parties involved.   Typical transmissions might concern military 

mission instructions, passenger manifestos, and maintenance reports. 

8.6.6.5 Local Control (TW) 

Control tower personnel are responsible for expediting the flow of air traffic 

onto and off of the airport runway(s) and for maintaining safe separation between air- 

craft in this process.   To accomplish this, two-way voice communications are 

required between tower and aircraft for the following typical message types. 

a. Aircraft, whether airborne or on airport taxiway. inform 

tower of their positions.  Intentions. 

b. Tower informs aircraft of airport traffic conditions and 

runway weather conditions, and directs aircraft to follow 

some specific procedure, such as taxi onto a runway, enter 

the traffic pattern, fly to and report over a checkpoint, hold 

position, go-around, takeoff, land, etc, 

c. Just landed aircraft are directed off the active runway and 

then directed to switch to a ground control channel. 

d. Aircraft just departing the airport traffic pattern are 

directed to switch to a departure control or enroute channel. 

The tower may exercise emergency authority by directing all aircraft to maintain 

present position or altitude, depart the pattern,  orbit the field, clear the runway, etc. 

In this instance,  the tower is functioning in a broadcast mode rather than a discrete 

simplex mode.   At airports that do not have any or all of the stations described in 

sections 8.6.1 through 8.6.4, their functions are handled on the tower channels. A 
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I 
tower may have two or more channels, regardless of whether ATIS   and ground 

control   are provided, to simultaneously but separately control several runways, or 

arriving or departing aircraft, 

8.6.6.6 Departure Control (DP) 

Departure controllers are responsible for expediting the flow of air traffic from 

airport traffic patterns to the primary air route (enroute) structure while maintaining 

safe separation between aircraft.   Surveillance radar, ICNI outputs and/or reliance on 

pilot position/heading/speed/altitude reports will be used to track the aircraft.   The 

departire may be conducted by adherence to a pre-planned set of departure instructions, 

by vectoring, or by a combination of these.   If a pre-planned departure is used, the 

pilot may be required to report arrival at and departure from position fix points and 

altitudes.   These reports will then be acknowledged by the controller.   If vectoring is 

used, the controller will direct the aircraft when to change heading and/or altitude and 

indicate the magnitude of the change.   These directions will then be acknowledged by 

the pilot.    During the course of these two-way communications, acknowledgements will 

often take the form of a verbatim repeat of the received message and subsequent listen- 

ing for corrections to ensure that no misunderstandings have taken place.   Upon arrival 

over the nrst fix point of the enroute portion of the flight,  the pilot will be directed to 

switch to an enroute communication channel. 

In most locations, the departure controller will have assigned to him several 

aircraft for simultaneous control in his area of jurisdiction.   For example, all 

aircraft departing" Northwest may be assigned one controller while another controls 

aircraft departing Northeast.   Up to seven individual aircraft may be time shared by 

a single controller.   The limitation on number of aircraft per controller is a function 

of both the queuing of voice message exchanges and the Mental capacity of a single 

controller for handling multiple aircraft. 

8.6.6.7 Air Route Traffic Control Center (RC) 

Air route traffic controllers will be responsible for tracking the progress of 

aircraft on the primary air route structure in order to maintain safe Separation between 

aircraft, and provide assistance to aircraft.   In all instances,  the aircraft flight plan 

will be available in the ARTCC and the traffic controller will merely acknowledge posi- 

tion reports from aircraft.   He mav also direct aircraft to make minor deviations lo 

their flight plans,  such as altitude changes,  or pass approval on requests for such 
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deviations from the aircraft.   In each case an acknowledgement is required by (he pilot 

or traffic controller as appropriate, and occasionally, advisory information will be 

included such as reports of turbulence or other weather conditions by the pilot and 

reports of current barometer seiting and pertinent traffic information by the controller. 

The controller will keep the aircraft advised of pertinent traffic and weather, and mav 

vector the aircraft around other traffic or hazardous conditions.    The ARTCC's area of 

jurisdiction  will be divided into sectors, and several controllers will IK? allocated to 

each sector as necessary. 

8.6.6.8#  Flight Service Station (FSS) 

Flight service stations will have a broad area of responsibility covering many 

functions not directly concerned with air/ground communication links. The following 

listing is limited to functions that will be implemented directly with air/ground radio. 

a. Enroute communication with aircraft on VFR flight plans. 

Includes acceptance of position reports, acceptance and 

answering of requests for weather and traffic information, 

and vectoring assistance to VFR aircraft in hazardous or 

congested areas. 

b. Enroute communications with aircraft on IFR flight plans. 

Includes acceptance approval and readback of major changes 

to IFR flight plans. IFR flight plans filed by aircraft already 

airborne on VFR or no flight plan,  requests for cancellation 

of flight plans. 

c. Communications with aircraft on and in the vicinity of airports 

not served by towers.   Includes all   the functions described for 

Ground Control, Clearance Delivery and Local Control, 

However, since the FSS personnel will seldom be in visual 

contact with the airport ground traffic or air traffic pattern, 

the service will function in an advisory capacity only rather 

than a control capacity and will rely on pilot reports of position 

and intention for the data base of its advisory service with 

regard to traffic.   Complete pilot weather briefing will also 

be provided on request. 
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d. Assistance to los VFR aircraft.   Includes two-way «* 

communications as: necessary to "talk" a lost pilot into a 

position where he regains his bearings, radar vectoring 

of lost aircraft, and coordination of airborne search and 

rescue operations. 

e. Broadcast of weather reports, forecasts and airport 

advisory data. 

All Flight Service i tatiois will have a common calling address for establishment of 

original contact.   Due to the nature of the two-way exchanges with a FSS, such 

exchanges may be several minutes in duration if conducted ey voice. 

8.6.6.9  Enroute Company Radio or Enroute Military Radio (CR) 

These stations serve the same functions and represent the same agents 

described for Squadron Operations and Company Dispatch in Section 8.6. 4.   However, 

they are concerned with aircraft enroute rather thai. ?t the terminal points.   Also, they 

may serve most of the functions described for FSS's through land line or microwave 

link with FSS's and ARTCC's.   Revision to flight olans and inflight filing of flight plans 

will be relayed through these stations to the appropriate ARTCC's.   These stations 

accept and transmit data link messages whose content ie the private concern of the 

parties involved and is not the concern of ATC. 

8.6.6.10* Transcribed Weather 

Continuous voice and/or data broadcast from endless tape giving weather con- 

ditions, forecasts and notices of hazardous or other unusual conditions of interest to 

airmen. 

8.6.6.11# Scheduled Weather Station 

Voice broadcasts of approximately 5 to 15 minutes duration occurring 15 and 45 

minutes past each hour.   Could be supplemented with data link broadcasts cf shorter 

duration. 

8. 6.6.12*  Emergency Radar Advisory Station 

Radar advisory service and navigational assistance provided by communicator! f 

with picket ships of the Seaward Extension of the Contiguous Radar Warning System. 
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8.6.6.13*   Unicom 

Several public discrete air/ground voice communication channels will oe 

allocated to ground stations at airports not served by control towers and to stations on 

the airport that aic not reachable through the tower.   These stations arc for advisory 

and information services only and not for traffic control purposes.    For example, 

pilots will call Unicom when approaching a non-tower airport to apprise that airport of 

their intentions,  or student pilots may call the Unicom station assigned to their flight 

school for various requests and advisories.   The Unicom stations will, in turn, 

answer requests and provide data on weather,  traffic, and facilities available at the 

field. 

8.6.6.14*  Muiticom 

Several public discrete air/ground voice communication channels will bt 

allocated for mobile ground stations used for providing advisory service between air- 

craft and ground for special purposes such as firefighting, crop dusting,  and ranching. 

8.6.6.15  Approach Control (AP) 

Approach controllers will be responsible for expediting the flow of air traffic 

from the enroute route structure to the airport traffic pattern while maintaining safe 

separation between aircraft.   The procedures, communications and personnel required 

for approach control will be essentially the same as more described for departure con- 

trol.   Upon arrival within 5 to 8 miles of the airport, the aircraft may be directed to 

switch to a final controller discrete channel or a control tower channel. 

8.6.6.16*   Final Controller 

If a Ground Controlled Approach (OCA) is to be made using Precision Approach 

Radar (PAR),  or equivalent   CM mechanization,  the final vectoring of the aircraft to 

the runway threshold will lie done by a final controller.   Once initia". contact has been 

.r.ade between the aircraft and the final controller, the controller operates in a broad- 

cast mode and his vectoring instructions need not be acknowledged by the pilot.   After 

the aircraft passes the point of touchdown on the runway, the final controller will con- 

tinue to provide information to nelp the pilot maintain alignment with the runwav center- 

line until it is clear to the controller that the aircraft is slowing to a stop or slowing for 
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turnoff on the runway, or that the aircraft is executing a missed approach and "going 

around."  At this point, the final controller will advise the pilot to contact ground 

control, the tower,  or approach control as appropriate. 

8.6. 7   CALCULATED SCENARIO DATA 

The data presented in the previous paragraphs were obtained from literature 

search and actual measurement in the field.   These data enable calculation of total 

aircraft in the scenario volume and air traffic movement rate« for each user class 

and aircraft flight phase.   A summary of these calculated data, along with some per- 
tinent previous data, is presented in Table  8-3. There are two principal factors that 

control the outcome of all calculated data.   The first is the fact that the greatest per- 

centage of air traffic (the air carriers) must transit the least number of airports. 

The second is the percentage mix of aircraft in each user class established by FA A 

future traffic predictions.   These factors force the peak traffic volume to be deter- 

mined by the maximum aircraft processing rr*te of the five commercial airports.   This 

processing rate will be defined as the average landing and take-off spacing for air 

carriers.   It will be assumed that the airport taxiway complex and the ATC complex 

are efficient enough to supply aircraft to and remove aircraft from the runways at this 

maximum rate. 

Details of the calculations are contained in the following subparagraphs. 

Variables, Constants, and Subscripts used are: 

a. Variables and Constants 

A = number of airports 

N = number of aircraft 

V = number of airways or jet routes 

T.= time in minutes 

S = time in seconds 

K = percentage of aircraft 

r ~ rate in aircraft per hour per airport 

R = rate in aircraft per hour 

D = distance in nautical miles 

! 

I 
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Subscripts 

C     commercial or air carrier 
M - military 

G - general aviation 

D = departures 

A = arrivals 

E = enroutc transit 

T - total 

H = high altitude or jet route 

L = low altitude route 

Table 8.3.   Summary of Scenario Data 
—   , 

Military 
Air 

Carrier 
General 
Aviation 

Total 

Percent aircraft airborne in terminal area 13.8% 51.7% 34.5% 100% 

Percent of each category transiting term, area 25% 25% 25% 25%' 

Number of aircraft departing 26 100 62 188 

Number of aircraft arriving 2u 88 62 171 

Number of aircraft transiting 17 62 41 120 

Departure rate 58 acft/hr 200 acft/hr 56 acft/hr 314 

Arrival rate 58 acft/hr 200 acft/hr 56 acft/hr 314 

Transit rate 263.3 acft/hr 50 acft/hr 313 

Departure rate per airport 6. 43 acft/hr 40 acft/hr a 22 acft/hr - 

Transit rate per airway 65, 8 acft/hr 10 acft/hr - 

Number of airways across term, area i 5 9 

Number of airports in term, area 9 5 9 23 

Departure spacing per airport 560 sec 90 sec 578 sec - 

Operation spacing per airport 280 sec 45 sec 289 sec - 

Aircraft time separation on airways 0. 911 min 6 min - 

Aircraft distance spacing on airways 7. 6 nmi 16 nmi - 

Time to depart 27 min 30 min 66. 5 min - 

Time to arrive 24.4 min 25.5 66 min - 

Time to transit 

      - 

18 min 18 min 49.3 min 
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8.6.7.1 Air Carrier Calculations 

The following calculations establish air carrier and total traffic data, 

3600 sec/hr (1) 
rD " rA        SA sec/arrival 

A 

r       = r_. -   ~^-      ^  - 40 aircraft/hour/airport 
CD        CA S—. 90 

RD = RA =   V A (2) 

Ri-n = RnA ~ r/-.r> • Ar> " 40'5 ~ 200 aircraft/hour CD CA CD        C 

T^ min (60 sec/min) A airports 
N   =    D (3) 

D S_. sec/aircraft/airport 

NCD = ( 

D 

^y-ti^h-™"— 

..-(' 

T.  . 60' 

SA 

CA     I      SCA   ^ *A ■ m* ■" " 

N       .    *E Po * NA0 
1-KE 

N    . K
CE ("CD * N

CA> . 0.28 (loo .«ei . 61- 7 .62 alrcraft 

(3.1) 

(4) 

NCD : NCA I NCE (5) 
T   ~ Kc 
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100 + 85-1-62     _    247 ■ 
NT     "   ~ÖT517 ^517    =  478 alrcraft 

8.6.7.2   Military and General Aviation Calculations 

The following calculations establish military and general aviation iraffic data. 

NMT = KM ' NT (6) 

N-,-, =  0.138 • 478 = 66 aircraft 
MT 

NGT ~  KG • NT (6.1) 

N«-. - 0.345 • 478  =  165 aircraft 

N       = N       + M       + N WMT       MA        MD       ME 

NME^  Wm 

Combining Equations (7) and (8): 

NMA + NMD =  NMT - KME NMT   =  ^ "   «ME) 

From Equations (3) and (3.1): 

SM =   N^-~SEy 

(7) 

(8) 

(9) 

„   + N   = lg*  60 A„ + -#5 60 AM N
MA 

W
MD  SM   M  SM   M (10) 

NMA + NMD = ~S^~ (TMA + TMD) (10.1) 

Combining Equation.« (9) and (10.1): 

v        60 A v 
NMT(1-KMEJ = -s^-  (TMA + TMD) (ID 

60AM(TMA + TME) (11.1) 
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m 60-9(24.4 + 27)   =   60 • 9 - 51.,j    =  56Q gecondg 

M 66 (1-0.25) 66 ■ 0.75 

From Equation (3): 

M        - TMD ' 6° ' AM 27-60-9        _.    .  .    ,. 
NMD S^     = 560 = 26 airCraft 

From Equation (3.1): 

'-       . Tw;",A«   . 24-4:°°-9   = 23.54 = 24 aircraft 
MA S,, 560 M 

From Equation (4): 

N = 
KME   (NMD + N

MA)   =  0.25(26 + 24)   = WME i-KME 1-0.25 lb. bb ~ 17 aircratt 

From Equation (11.1): 

c - 6° AG (TGA + TGD)   =   60 - 9 (66 + 66. 5)     =  5?9 seconds 
G NGTP"KGE| 165(1-0.25) rn 

N        = TGD ; 6° ; AG    _  66.5- 60- 9     _ WGD Sr 579 " 62 ailcraft 

T0A . 60 . A. 
M .     GA '       '     G 66.5 ' 60 ' 9 NGA ~SZ       =  579 = 61.6 « 62 aircraft 

M _. KGE jNGD * N
GD)      0.25(62 +61.7)        A.  „      ...        ,4 NGE rh^ tola       = 41-2 * 41 aircraft 

From Equation (1): 

«to "'« ■ ^   * *W ■ 6'43 "reraft/kour/airpor. 

'OD =rOA  ' if   * H&   = e.22alrcraft/hour/alrpor. 
G 

From Equation (2): 

RMD = RMA = rMD' AM  = 6'43 ' 9 = 58 aircraft/hour 

RGD  = RGA   = rGD^G  = 6*22 ' 9 =  &G aircraft/hour 
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8.6.7.3  Enroute Calculations 

The following calculations establish enroute traffic data for all user classes. 

(12) 

NE 
-=T— = N-. aircraft enroute/airway 

N     =    
ME *L   = lliii   _ 19# 75 aircraft/airway 

VH 

T 
—=■ = S_ minutes/aircraft/airway (13) 
NV E 

T MO E 18 S,,,r - -r? = ..-■ rr    = Oc911 min/aircraft/airway 
MAL MPV I".'« 

_        _ 60 min/hour  
E Sp min/aircraft/airway ., 

b (14) 

R .„_ a „ 60       = -6-0—   = 65.8 aircraft/hour/airway 
MCE      SMCE °-911 

rE       =REV 

rMCE   = RMCEVH  = 65-8* 4= 263.2 aircraft/hour 

From Equation (12): 

N 
NOT,  

a  TT^-   =  r- = 8.2 aircraft/airway 
UV VT 0 

From Equation (13): 

3OP  = K    =  -5TT  a P. 01 min/aircraft/airway 

From Equation (14): 

_        _  TGE 49.3 

60 60 , , 
GE   = S—    ~  6~Öl " 10 aircra"/h°ur/airway 

GE 

From Equation (15): 

r,.,-       R_„ V.        10.5       50 aircraft/hour 
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Distance between transiting air-raft on same airway: 

D      = (ground speed)(interval time)/(60 min/hour) 

D„A -  500 • 0.911/60 =  7.6 nmi 
MA 

D„     =  160« 6.01/60*16 nmi 
G 

8.7   MESSAGE SEQUENCES 

The term "message sequence" as used herein denotes an histogram of voice 

conversations between an aircraft and the various ground stations with which !t must 

communicate during the course of its flight.   Three basic message sequences arise 

due to the differing requirements of the three basic flight phases: 

a. Those generated during the departure of an aircraft from its 

airport of origin to the periphery of the terminal area. 

b. Those generated during the arrival of an aircraft from its 

point of entry at the periphery of the terminal area to its 

airport of destination. 

c. Those generated during the transit of an aircraft through the 

terminal area while en route between two other terminal areas. 

For any given airport/terminal area situation these message sequences become quite 

stylized, almost to the point of complete predictability in practice, and vary mainly 

as a function of the flight profile of the aircraft involved.   The flight profile can be 

reasonably predicted by specifying the aircraft user category.   In this analysis, three 

user categories are specified:   Military, Commercial,  and General Aviation, 

The three-by-three combination of basic message sequences and user categories 

results in nine distinct message sequences.   Each cf these sequences is a representative 

model of the voice traffic that would result when an individual aircraft of a specified 

user category maneuvers in a specified flight phase.   In this analysis, the nine message 

sequences are respectively identified by a two-letter code as fiiown ir. Table 8-4 under the 

siring variable P. 
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Table 8-4.   Computer File Codes 

String' Variable Code 

Tl or Rl:   Transmitter or Receiver 
Type 

CD:   Clearance Delivery 
GC:   Ground Control 
TW:   Local Control (Tower) 
CR:   Company Radio or Squadron 

Operations 
DP:   Departure Control 
AP:   Approach Control 
RC:   Air Route Traffic Control Center 
AF:   Aircraft 

T2 or R4:   Transmitter or Receiver 
User Category 

C:   Commercial or Air Carrier 
M:   Military 
G:   General Aviation or Municipal 
N:   Not Applicable 

T;> or R3:   Transmitter or Receiver 
Number 

0:   Not Applicable 
1 through 0:   Number Identification 

P:   Message Sequence Identification DC:   Departure, Commercial 
DG:   Departure.  General Aviation 
DM:   Departure. Military 
AM:   Arrival.  Military 
AG:   Arrival. General Aviation 
AC:   Arrival. Commercial 
FC:   Fnroule, Commercial 
KG:   Fnroutc. General Aviation 
EM:   Enroute.  Military 

F:   Transmission Start Time 

G:   Transmission End Time 

S:   Interval Spacing 

/:  Transmission Number 

(Time in Seconds) 

(Time in Seconds) 

(Time in Seconds) 

(File Line Number) 

The essential data required for complete specification of a sequence are: 

1. The time a voice message started 

2. The time the message ended 

:!. The sender's identification. 

•1, The intended receiver's identification, 

These data have been hand generated, tabulated, and stored in a computer file 

designated ALPHA.    Figure 8-:i is a print-out of a portion of this file showing the com- 

plete message sequence generated during the departure of a commercial aircraft.    The 
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P         A               F G 

//   / 

Tl T2 T3 Rl H2 iiS S 
AF  C 0 CD  C 0 DC 101 0 5 90 
CD C 0 AF  C 0 DC 102 5 10 90 
AF  C 0 CD  C 0 DC 103 10 12 90 
AF  C 0 CR   C 0 DC 104 60 63 90 
CR   C 0 AF  C 0 DC 105 63 90 90 
AF  C 0 CR   C 0 DC 106 90 94 90 
CR   C 0 AF  C 0 DC 107 94 95 90 
CD  C 0 AF  C 0 DC 108 240 246 90 
AF  C 0 CD  C 0 DC 109 246 248 90 
CD  C 0 AF  C 0 DC 110 248 285 90 
AF  C 0 CD  C 0 DC 111 285 322 90 
CD  C 0 AF  C 0 DC 112 322 326 90 
AF  C 0 CD  C 0 DC 113 326 327 90 
AF  C 0 GC   C 0 DC 114 420 426 90 
QC  C 0 AF  C 0 DC 115 426 428 90 
AF  C 0 GC   C 0 DC 116 428 431 90 
AF  C 0 TV   C 0 DC 117 600 603 90 
TV  C 0 AF  C 0 DC 113 603 607 90 
AF  C 0 TW  C 0 DC 119 607 608 90 
TV  C 0 AF  C 0 DC 120 630 638 90 
AF  C 0 TW  C 0 DC 121 638 639 90 
AF  C 0 Ttf  C 0 DC 122 675 681 90 
TV  C 0 AF  C 0 DC 123 681 683 90 
AF  C 0 CR   C 0 DC 124 687 702 90 
CR   C 0 AF  C 0 DC 125 702 704 90 
AF  C 0 DP  N 0 DC 126 705 712 90 
DP  N 0 AF  C 0 DC 127 712 714 90 
AF  C 0 DP  N 1 DC 128 714 717 90 
DP  N 1 AF  C 0 DC 129 843 8 56 90 
AF  C 0 DP  N 1 DC 130 8 56 869 90 
AF  C 0 DP   M 2 DC 131 1023 1027 90 
DP  N 2 AF  C 0 DC 132 1027 1040 90 
DP  N 2 AF  C 0 DC 133 1203 1211 90 
AF  C 0 DP  N 2 DC 134 121! 1219 90 
AF  C 0 RC   N 1 DC 135 1323 1329 90 
RC  N 1 AF  C 0 DC 136 1329 1331 90 
AF  C 0 RC  N 1 DC 137 1331 1334 90 
RC   N 1 AF  C 0 DC 138 1335 1342 90 
AF  C 0 RC   N 1 DC 139 1342 1349 90 
AF  C 0 RC   N 1 DC 140 1350 1353 90 
RC   N 1 AF   C 0 DC 141 1353 1354 ?0 
AF  C 0 RC   N 1 DC 142 1530 1533 90 
RC   N J AF  C 0 DC 143 1533 1534 90 
AF   C 0 RC   N 1 DC 144 1710 1713 90 
RC   N 1 AF  C 0 DC 145 1712 1714 90 
RC  N 1 AF  C 0 DC 146 22 50 2255 90 
AF  C c RC   N 1 DC 147 2255 2260 90 
AF  C p RC   N 2 DC 148 2490 2499 90 
RC   N 2 AF   C 0 DC 149 2499 2500 90 

arc s-.i. A Portion of Mes: m&e Sequence Computer File ALPHi" 
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transmission start and end times (F&G) shown are with respect to an arbitrary zero 

reference at the start of the first message.   In the computer simulation to be des- 

cribed,  these zero references (and. consequently, all sequence times) will be con- 

verted to new values in a common simulation reference lime frame.   The message 

number / is an identifying number whose most significant figure enables the computer 

to determine the message sequence code.   The various -sequences are issigned number 

blocks as follows: 

Sequence Code Number Block 

DC 101 - 199 
AC 201 - 299 
DM 301 - 399 
AM 401 - 499 
DC 501 - 599 
AG 001 - 099 
EC 701 - 799 
EM 801 - 899 
EG 901 - 999 

The decade and ones figures enable the programmer to rapidly access specific 

messages in a sequence that has been f'ltcred by the computer.   This computer filter- 

ing is described in Section 8. 8. 1. 

The Interval Spacing, S.  specifies the recurrence time for identical messages 

(/. numbers) generated by the traffic concerned with any specific airport or airway. 

It lias been tacitly assumed that all aircraft of a given user class in a similar flight 

phase will generate identical message sequences.   Therefore,  the time spacings 

between take-offs and between landings and between airway penetrations are also the 

respective spacings between identical messages of a given flight-phase/user-olass 

combination.   This assumption of identical message sequences for identical flight- 

phase/user-class combinations is a key simplifying factor that enables the con- 

struction of this simulation.   This assumption is based upon impressions gained 

through many hours of monitoring air traffic control voice channels as well as through 

examination of previous studies conducted for the FAA in this area.   It should be noted 

here that although this assumption results in an orderly and completely predictable 

message flow as concerns a single airport or airway, th^> total message traffic is 

statistical in nature due to the random interval spacing between operations at diiferent 

airports and on different airways.   This randomness is discussed more in Section 

Observed May 1909. -6G3- 



The transmitter and receiver identification code columns, Tl through R3 in 

Figure 8-3, are described in Table 8-4; complete description of each transmitter- 

receiver type identified by these codes was covered in Section 8.6.6.   it will be noted 

that in addition to the type and user codes {Tl, Rl and T2, R2) that two columns of 

number codes T3, R3 have been listed.   Thus far these number codes have not been 

utilized in any significant way.   However, they were included on the contingency that 

in future studies, it may be desirable to derive the traffic through individual terminals 

of the same type, e. g., near, medium range, and long range Air Route Traffic Control 

Centers. 

Figure 8-4 indicates the nature of voice traffic in a typical message sequence. 

Figures such as this one have not been constructed for all of the other sequences since 

they are of no practical value in the simulation.   This one figure was constructed 

solely for use as an aid to the reader  in understanding the simulation.   The actual raw 

input data used in the simulation is shown in Appendices I through IV.   The sections of 

Appendix IV are the component sections of the previously mentioned ALPHA file. 

8.8  SIMULATION DESCRIPTION 

The basic output of this simulation is a "boxcar" function in which the ordinate 

represents time stepped in one second increments, and the abcisca represents a 

number of simultaneous voice transmissions.    \ two-step process involving two com- 

puter programs is utilized.   It is recognized that both programs could be combined 

and that data input/output involving the computer operator could be made less cumber- 

some through use of a "commands" file.   However, this procedure is only a nicety 

that,  in no way, alters the results.   Incidently, the names used to designate the com- 

puter programs and files were obtained from the International Phoenetic Alphabet 

since they alphabetically indicate the order of operations in the simulation.   The first 

step is to process the ALPHA file in order to create a new file called CHARLIE.   This 

processing is accomplished by a program called BRAVO.   The purpose of this process- 

ing is to reduce the ALPHA file data such that they represent only those transmitter/ 

receiver pairings or radio links for which further analysis is desired.   If all links are 

desired, then the CHARLIE file becomes essentially a reprint of the ALPHA file. 

The second step is to process the CHARLIE file in a pragram called DELTA 

in order to obtain the final readout. 
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8.8.1   THE BRAVO PROGRAM (Refer to Figure 8-5) 

This program is written in the SUPER BASIC computer language because of 

the particular power of this language for manipulating data "strings" in the most 

economical way.   Each line in the ALPHA file is considered to consist of a LEFT 

data string, and a RIGHT data string with nine data SUBSTRINGS between them.   Each 

total line contains spaces for 41 characters including blanks.   Any set of contiguous 

characters and/or blanks, from among tne 41, can be designated a data string and 

isolated from Ihe rest of the line by calling out the number of the first position it 

occupies in the line (counting by ones from left to right) and then the total number of 

positions it occupies.   A data string thus designated is called a SUBSTRING,   For 

convenience, the left-most and right-most data strings can be designated by simply 

calling nit LEFT or RIGHT and the respective numbers of total positions occupied. 

The significant statements in the BRAVO program for filtering out desired 

transmitter/receiver links are found on lines 510, 540, 610, and 640.  Line 510 des- 

ignates the left-most 2 positions on any line in the ALPHA file as Tl for transmitter 

identification.   Line 540 designated 2 positions beginning with position 9, on any line 

200  AS  ="4X2B5X2B5X2B5X284X/" 
300     TEXT Ar253*1)141 
400     J»! 
410  OPEN/CHARLIE/*OUTPUT,3 
420  OPEN/ALPHA/,INPUT»2 
430  FOR 1*1 TO 253 
440     INPUT FROM  2lA(I,l) 
510     T1«LEFT(A(I#1>,2> 
520     T2«SUBSTR(A(I,1),4#1> 
530     T3*SUBSTRCA<I#1>,6#1) 
540     R!«SUBSTR(A<I,1>,9*2> 
550    R2«SUBSTR(AU,1>#12,1) 
S60    R3«SUBSTRCAU,1>,14#1> 
570    P«SUBSTRCACIr,l>,17,2> 
580     F-SUBSTR(A(I,1>,25#5) 
590     G*SUBSTR(A(I,1>,31,5> 
594     S-RIGHT(ACI,>),5> 
596     Z = SUBSTR(AU,1>,20,4> 
610 IF T1»MCRM0R T1«"TW"0R T1»"DP"0R T1»"RC"0R T1«"AF" 
OR T1«"AP" THEN 640 ELSE 800 
640 IF Rl^'CR'^R R1«MTV"0R R1*"DP"0R Rla"RC"0R R1«"AFM 

OR ai«"APM THEN 700 ELSE 800 
700 WRiTE ON 3 IN FORM ASt J,F,G#S*Z 
710 WRITE IN FORM ASt J,F,G#S,Z 
720  J« J* 1 
6C0  NEXT I 

Figure 8-5.   Computer Program BRAVO. 
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in the ALPHA file, as Rl for receiver identification.   Lines 610 and (140,   respectively, 

designate the specific codes for those transmitters and receivers that the analyst 

desired to use in the simulation.   In the example shown in Figure 5. the analyst has 

elected to study,  in Ihe simulation, only those transmitter/receiver links involving- 

Company Radios, Towers, Departure Controllers, Air Route Traffic Controllers, 

Approach Controllers and Aircraft.   lie has done this by designating CR.  TW, DP. 

RC. AP, and AF as allowed codes for Tl and Rl in lines 010 and (540.   As a result, 

only those data lines from the ALPHA file that contain these desired radio   links will 

he output to the CHARLIE file.   The CHARLIE file will, in turn,  be accessed by the 

simulation program (DELTA).    Note that any number of logic statemements of the 

general form shown in lines 610 and 040 may be inserted between lines 598 and 700 to 

designate a specific radio link or combination of links for further analysis.   The 

designation may be detailed down to specific flight phases and aircraft numbers through 

use of the various substrings shown in lines 510 through 598.   It should also be men- 

tioned that the number "25.3" appearing in lines 300 and 430 is the total number of data 

lines in the ALPHA file.   Therefore,  if the ALPHA file is ever altered in length 

through future additions or deletions, the number 253 in lines 300 and 430 should be 

similarly altered. 

Figure 8-6 shows a portion of the CHARLIE file output by the previously discussed 

BRAVO program.   Each data line of this file gives the parameters of a specific voice 

message required in the simulation.   Comparison between the messages in the 

CHARLIE and ALPHA files can be made with the Message Number (parameter 'Z"). 

Note that the messages have also been renumbered with the parameter "J" in the 

CHARLIE file.   The "J" parameter designates their order of processing in the DELTA 

simulation program. 

8.8.2   DE LTA PROGRAM 

The final step in the simulation is running the actual simulation program.   This 

program is written in the FORTRAN IV computer language because this language has a 

greater power for manipulating arithmetic expressions. 

The program is named "DELTA" and is discussed in detail in the .following 

paragraphs.   To understand the operation of this program we should first recall 

some items previously presented. 
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1 60 63 90 104 
2 63 90 90 105 
3 90 94 90 106 
4 94 95 90 107 
5 600 603 90 117 
6 603 607 90 118 
7 607 608 90 119 
8 630 638 90 120 
9 638 639 90 121 
10 675 661 90 122 
11 681 683 90 123 
12 687 702 90 124 
13 702 704 90 125 
14 705 712 90 126 
15 712 714 90 127 
16 714 717 90 128 
17 843 856 90 129 
18 856 869 90 130 
19 1023 1027 90 131 
20 1027 1040 90 132 
21 1203 1211 90 133 
22 1211 1219 90 134 
23 1323 1329 90 135 
24 1329 1331 90 136 
25 1331 1334 90 137 
26 1335 1342 90 136 
27 1342 1349 90 139 
28 1350 1353 90 140 
29 1353 1354 90 141 
30 1530 1533 90 142 
31 1533 1534 90 143 
32 1710 1713 90 144 
33 1713 1714 90 145 
34 2250 2255 90 146 
35 22SS 2260 90 147 
36 2490 2499 90 148 
37 2499 2500 90 149 
33 0 9 90 201 
39 9 24 90 202 
40 24 39 90 203 
41 143 151 90 204 
42 151 152 90 205 
43 257 260 90 206 
44 260 275 90 207 
45 275 305 90 208 
46 366 369 90 209 
47 369 378 90 210 
48 378 387 90 211 
49 474 463 90 212 

Figure 8-6. A Portion of Computer File CHARLIE. 
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Section 8.7 described nir . separate me3scge sequences having their zero 

time references as their respective start times.   It was shown in Section 8. 6. 7 that 

in any given time interval, several r,i' each kind of sequence would he present in the 

scenario volume.    For example,  there would be 2(> military aircraft departure 

sequences, 24 military aircraft arrival sequences, etc,  (see Tabiu 8-3) for a total of 

•170 sequences in the volume.   In order for all of these sequences io be properly 

placed in time, their zero reference times must be offset with respect to the zero 

reference time of the simulation.    This latter zero reference time is taken as the 

start of the period-of-observation or "look window".   The basic function of the DELTA 

program is to compute the proper valuer of offset-time for each message sequence 

and.   in effect, stack the sequences in the time frame of the simulation. 

The result can be visualized as the stepped sequence stacking shown in 

Figure 8-7.   Once this chronological offsetting is accomplished, the total message 

traffic in the scenario volume is defined over the time span of the look window.   This 

loo'  window can then be analyzed second-by-second (or any other time increment 

desired) to determine the loading imposed on any particular channel, group of channels, 

or the total comvnnications requirement of the l'CNI system.   In addition to these basic 

functions, the simulation program necessarily performs certain administrative func- 

tions such as opening and closing the correct file for input data,  formatting the output 

data. etc. 

The above description is functionally accurate,   Ho'"3ver, performing the 

simulation such that the computations literally translate sequence times to simulation 

time, as is suggested by the above, would result in an excessive number of iterative 

computations.   It is more economical, to perform the following- 

1, Assign each sequence a number, 

2. Compute the offset-time for each numbered sequence. 

'.). Using this offset time, convert simulation time to sequence 

time for each sequence. 

This procedure reduces the number of required computations by half,   Regardless of 

which method is used, the essential step in the simulation is to detect coincidences 

between simulation time and transmitter on time in the various sequences.    The num- 

ber of coincidence detections is then recorded for each increment of time in the "look 

window".   The computer causes this number along with its time of occurrence to be 
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Figure 8-7.   Computer Simulation of ATC Voice Communications Environment. 
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printed out for the start and end times of the look window, and only when a change in 

the number of coincidence detections occurs between these times. 

The following is a detailed description of the simulation computer program 

DELTA.   The line numbers refer to Figures 8-8 through 8-15.   The computer program 

is shown in Appendix VIII.     This description should enable anyone to duplicate and 

run the program on a computer compatible with FORTRAN IV. 

8.8.2.1   Lines 1 through 12 and 57 through 60 (See Figure ti-8) 

These lines supply the initial numerical data required for the computations by 

opening' and reading-in the CHARLIE file and accepting certain data directly from the 

programmer. 

Notes: 

1. The total number of lines in the CHARLIE file should appear 

in the spaces filled by the number 210 in lines 1 and 4. 

2. A number greater than or equal to the total number of lines 

in the CHARLIE file should appear in the spaces filled by the number 

800 in line 5. 

3. The codes used in lines 7 through 12, and 58 through 61 have 

the following meanings. The associated numbers may be changed at 

the discretion of the analyst. 

LAC = number of commercial airports in scenario 

LAM - number of military airports in scenario 

LAG = number of municipal airports in scenario 

LVH --- number of high altitude airways in scenario 

LVL = number of low altitude airways in scenario 

TW = length of look window in seconds 

KE       -      number of the first time increment examined in 
the look window 

U -     initializing value for number of simultaneous 
transmissions in an increment 

R =     same as U but designated for printout. 
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Figure 8-8.   Computer Program "DELTA", Lines i-12, 58-60. 

8.8.2.2 Lines 13 through S7 (See Figure Ö-9) 

These lines comprise a DO LOOP that causes the computer to search through 

the CHARLIE file and find the line number JS, for the start of each basic sequence 

and the line number JF, for the end of each basic sequence.   In this process, specific 

values of JS and JF are recorded for each basic sequence.   For example, JSDM and 

JFDM refer to tae Start and Finish line number in the message sequence of a Depart- 

ing Military aircraft, 

8.8.2.3 Lines 62 through 131  (See Figure 8-10) 

These lines comprise a set of commands that cause the computer to follow the 

following order of events: 

a. Process the Commercial Departure sequences for 
Airport No. 1, 

b. Process the Commercial Arrival sequences for 
Airport No, 2. 

c'      Repeat a and b for airports 2, 3, 4, etc., until the 
number of airports specified in line 7 is reached. 

d. Process the Military Departure sequences for base No„ 1. 

e. Process the Military Arrival sequences fc r hr.se No. 2. 

f. Repeat d and e for bases 2, 3, 4, etc., until the number of 
bases specified in line 8 is reached. 

g. Process the General Aviation Departure sequences for 
field No. 1. 

h.       Process the General Aviation Arrival sequences for 
field No. 2, 
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13. DO   500   J=l#43 
14. JF=J 
15. NXTJS=J+1 
16. IX=Z(J)/100. 
17. 480 IY = ZC J+D/100. 
13. IF(iX.NF.IY)    G0   T0   (1*2»3J4.5»6, 
19. GO   T0   500 
20. 1 JSDC; = I 
21 . JFDC^JF 
22. SPA';I  =s(j) 
23. 00   T0   490 
24. ? JSAC=JS 
25. JF/-C = JF 
26. SP^C1=S(J) 
27. Üß   10   490 
28. 3 J.SDM = JS 
29. JFÜW=JF 
30. S^AC2=b(J) 
31 • G0   10   490 
32. 4 JSAM=JS 
33. JFAM=JF 
34. SUAC2=S(J) 
35. G0   T0   490 
36. 5 JSDG=JS 
37. JFDG=JF 
38. SPAC3'S(J) 
39. G0   T0   490 
40. 6 JSAG=JS 
41 . JFAG=JF 
42. SPAC3=SCJ> 
43. G0   T0   490 
44* 7 JSEC=JS 
45. JFEC=JF 
46. SPAC4=S(J) 
47. G0   T0   490 
48. 8 JSEM=JS 
49. JFEM=JF 
50. SPAC4=S(J) 
51 . G0   T0   490 
52. 9 JSEG-JS 
53. JF£G=JF 
54. SPAC5=SCJ> 
55. G0   T0   500 
56. 490 JS=NXTJS 
57. 500 CONTINUE 

Figure 8-9.   Computer Program "DELTA", Lines J2 

7,8,9)IX 

•57. 
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62. L=0 
63* 470 L=L+1 
64. JS=JSDC 
65. JF=JFDC 
66. SPACE=SPACl 
67. DEL=0 
68. ASSIGN   510   T0   LINE* 
69. G0   T0   160 
70. 510 JS=JSAC 
71 . JF=JFAC 
72. SPACE=SPAC1 
73. DFL = <SPACE/2)-!00* 
74. ASSIGN   520   T0  LINEX 
75. G0   T0   190 
76. 520 IF(L   .NE.   LAC)   G0   T0   41 
77. L=0 
78. 515 L=L+1 
79. JS=JSDM 
80. JF=JFDM 
81. SFACE=SPAC2 
82. DEL=0 
83. ASSIGN   530   T0  LINEX 
84. G0   T0   160 
85. 530 JS=JSAM 
86. JF=JFAM 
87. SPACE=SPAC2 
88. DEL=<SPACE/2)-946 
89. ASSIGN   540   T0  LINEX 
90. G0   T0   190 
91. 540 IFCL   .NE.   LAM)   G0   T0   51 
92. L=0 
93. 545 L=L+1 
94. JS=JSDG 
95. JF=JF1)G 
96. SPACE=SPAC3 
97. DEL=0 
98. ASSIGN   550   T0  LINEX 
99. G0   T0   160 

100. 550 JS=JSAG 
101. JF=JFAG 
102. SPACE=SPAC3 
103. DEL=<SPACE/2)-2542 
104« ASSIGN   560   T0  LINEX 
105. G0   T0   190 

Figure 8-10. Computer Program "DELTA", 

Lines 62-131. 
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106. 560   IFCL   .!ME.   LAG)    G0  T0   545 
107. L=0 
lOti. 565   L=L+1 
109. JS=JSEC 
110. JFsJFEC 
111. SPACE=SPAC4 
112. DEL=0 
113. ASSIGN 570 T0 LINEX 
11 A. GO T0 170 
115. 570 JS=JSEM 
116. JF=JFEM 
117. SPACE=SPAC4 
118. 0EL = 0 
119. ASSIGN 580 T0 LINEX 
120. G0 T0 190 
121. 58C   IFCL    .NE.   LVH>    G0   T0   565 
122. L-0 
123. 585   L=L+1 
124. JS=JSEG 
125. JF=JFEG 
'26. SPACE=SPAC5 
127« DEL=0 
128. ASSIGN   590   T0   LINEX 
129. G0   T0   170 
130. 590   IFCL.GE.LVD   G0   T0   300 
131. Go to 585 

Figure 8-10.   Computer Program "DELTA" (Cont.) 

i. Repeat g and h for fields 2, 3, 4, etc., until the number of 
fields specified in line 9 is reached. 

j. Process the Commercial Enroute sequences for jet route 
No. 1. 

k. Process the Military Enroute sequences for jet route No. 1. 

1. Repeat j and k for jet routes 2, 3, 4, etc., until the 
number of high altitude airways specified in line 10 is 
reached. 

m.        Process the General Aviation Enroute sequences for 
airway No. 1. 

n. Repeat m for airways 2, 3, 4, etc., until the number of 
low altitude airways specified in line 11 is reached. 

Note:   The numbers 1006, 946, and 2542,  respectively, appearing 

in lines 73, 88, and 103 are correction factors to their respective 

arrival sequences.   They ensure that the actual spacing,  in seconds, 

between adjacent arrivals and departures using the same runway are 

equal to one-half the interval spacing (S) called out in the sequence 

files.   These correction factors are necessary because the zern 

reference tiuies of the sequences do net coincide with takeoffs and 
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landings but rather with the first voice transmission.   In the case of 

departing aircraft, this first transmission occurs before it even taxis 

For arrival aircraft,  it occurs just prior to penetration of the terminal 

area boundry, 

8.8.2.4   Lines 132 through 137 and 175 through 182 (See Figure 8-11) 

These lines generate and scale the time separations between operations refer- 

ence times at different airports, fields, bases and airways.   These times are randomly 

selected by the random number generator in the subroutine of lines 175 through 182. 

This generator may be reinitiated by inserting any seven digit number for "IRAN" in 

line 135. 
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Figure 8-11.   Computer Program "DELTA", Lines 132-lo2. 

E.8.2.5  Lines 138 and 139 (See Figure 8-12) 

These lines cause the computer to record numerical values for the maximum 

length, in seconds, of each sequence; and to skip over that sequence; i.e., do not 

attempt to process, if it>j length is zero. 

13'». 

Figure 8-12.   Computer Program "DELTA", Lines 138-139. 
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Note:   If an entire sequence is removed from the CHARLIE file, a dummy 

linp should ne inserted in its place to preserve the proper order of events 

in the program.   This dummy line should contain all zeros except for the 

first and last nvmber groups.   The first number group should be an 

appropriate consecutive line number; i.e., "J" number.   The last should 

contain the r^ost significant (hundreds) figure of the Z numbers of the 
sequence it replaces.   Such a dummy line must also be included, and can 

be seen in the example, at the end of the CHARLIE file to properly lur- 

minate the program.   A revised version of the BRAVO program, shown 

in Figure 8-5, has been generated to insert these dummy lines automatically. 

This revised program is included as Appendix V. 

8.8.2.6   Lines 140 through 167 (Refer to Figures 8-13 and 8-14) 

These lines comprise the major computation task in which simulation time is 

converted to sequence time, each sequence is searched to determine if it has an active 

transmitter, and the number of active transmitters is totaled for printout.   The process 

is begun by initializing the dummy variable for number of simultaneous transmissions 
140. M=0 
141. N-'O 
142. 210   IFCCKR+N+SPACE)*GE.KE>    G0   T0   220 
143. N=N+l 
144. G0   T0   210 
145. 220   NMAX=N 
146. 230   IFCCKR+N*SPACE+TA>.LE-KE)    G0   T0   240 
147. N = N-1 
148. G0   T0   230 
149. 240   NM1N-N 
150. N=NMIN 
151. 250   !N=KE-KR-N*SPACE 
152. J=JS 
153. 260   IFCCTN.GE.FCJ>).AND.CTN.LT.GCJ>>>    G0   T0   280 
154. 270   J = J+1 
155. IFCJ.LE.JF)    G0   T0   260 
156. N=N+i 
157. IFCN.LE.NrtAX)    G0   TO   250 
158. G0   T0   290 
159. 280   M=tf>! 
160. G0   T0   270 
161. 290   R = R + M 
162. 295   G0   T0   LINEX 
163. 300   IFCR.EQ.U)   G0   T0   700 
164. WRITEC1,600)   KE#R 
165. WR1TEC2»600)   KE*R 
166. 600   F0RMATCF5.*3X>E5.) 
167. 700   U=R 

Figure 8-13.   Computer Program "DELTA", Lines 140-167. 
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Figure 8-14.   Flow Diagram for Lines 140 through 168. 
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M at zero in line 140.   The next nine lintti. comprise n logical computation to determine 

the number of sequences that actually overlnp the simulation time increment under 

investigation.   The number of the first of UieHC IH asNigncd the designation NMhN while 

the last is assigned NMAX,   There are other sequences that lie within the look period 

and either precede NMIN or follow NMAX.   However, by computing the values for 

NMTN and NMAX, the succeeding computations are constrained to process only those 

sequences that lie between these two values, thus saving considerable computation time 

that might be wasted on searching through irrelevant message sequences. 

Line 150 sets the number designator of the first sequence to be investigated as 

NMIN.   Then line 151 converts simulation time KE to sequence time TN using the pre- 

viouslycalculated value for the interval time between the prime sequence zero reference 

and the simulation zero reference (the random number KR), as well as the sequence 

number designator N, and the interval spacing between identical messages: S obtained 

from the CHARLIE file.   With this accomplished, the CHARLIE file line number J of 

the first message to be examined is set at the previously set START value JS in line 

152. 

At this point, the program enters an iterative loop consisting of lines 153 through 

160.   The previously converted value of simulation time TN is checked by the logic 

equation in line 153 to determine if it lies between the transmission start ard end times, 

F(J) and G(J), respectively, that appear en line number J in the CHARLIE file.   If it 

does, the dummy variable M is increased by one.   If it does not, M remains unchanged 

from its previous value.   In either case, the line number J is increased by one in order 

to evaluate the next line in the CHARLIE file.   However, before the next evaluation takes 

place, the value of J is checked in line 155 to determine whether it has reached the pre- 

viously computed number of the FINISH line JF of the sequence under investigation.   If 

it has not, lines 153 through 155 are repeated until it does, thus examining all lines in 

the sequence.   If the value of J has reached JF, the dummy variable lor the sequence 

number N is increased in line 156,  by one in order to start examination of the next 

sequence.   However, before this occurs, the value of N is checked to determine if it 

has reached the previously computed value for the last sequence number NMAX,   If it 

has not, lines 151 through 156 are repeated until all sequences have been examined. 

If N has reached NMAX, the number of simultaneous transmissions is recorded as R 

in line 161. 
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Note:  Tf it were not for the special timing relationship between arrivals 

and departures at the same airport, the value M could be recorded 

directly as the number of simultaneous transmissions.   However, since 

arrivals and departures at the same airport are time separated by a 

constant, and arc subject to the same random number (KRAN, see line 

i.'Gl, the value M must lie computed tv/ice for the same time increment 

investigated, i.e., once for departures, and again for arrivals.   There- 

fore, the dummay variable R is initialized at zero and then equated to M 

when the departure sequence examinations are completed.   At this point 

M is reset to zero a >«J the arrival sequence examinations are started. 

When these are complete, the resulting new value of M is added to the 

previous value (now recorded as R) to create a new R that is the sum of 

all simultaneous transmissions in arrival*, and departures.   The assigned 

"go to" .statement in l?ne 162 and the commands discussed in paragraph 

8.8.2.3 then continue cycling the program until R represents the sum of 

all the M's for sequences of all user clauses including those for the 

enroute flight phase as well as for departures and arrivals. 

The value of U in line 163 was initialized at zero in line 60.   However, as soon 

as the first time increment has been investigated, U represents the value of R for the 

previous time increment.   In line 163, U is checked for equality with R in the present 

sequence.   If U does not equal R, the value or R is printed out along with the simulation 

time increment KE by lines 164 and 166. 

8.8.2.7   Lines 168 through 171 (See Figure 15) 

Continuing the above explanation, if U does equal R, i.e., no change in the 

number of simultaneous' transmissions has taken place since the previous time incre- 

ment, no print out is made.   Instead, the program is cycled to the next time incre- 

im,iii (by raising the value of KE by one in line 168   in preparation for repeating the next 

computation of R.   However, before proceeding with the next cycle, the value of KE is 

checked in line 169 to determine if the end of the "look window" has been reached.   If 

it has, the final vaNes of .KE and R are printed out, the CHARLIE file is closed, and 

the program is ended. 
168. KE-KE+1 
169. IF(KE.LT.TW)    G0   T0   100 
170. WRJTEC 1#600>   KE»R 
171. CL0:5E(4) 

Figure 8-15.   Computer Program "DELTA",  Lines 168-171. * 
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8.9   PRESENTATION AND DISCUSSION OF RESULTS 

The output file generated in simulation run No. 2 is shown in Appendix IX. 

Thus far, three runs have been made to examine the following situations: 

a. All accesses available (no filtering by the BRAVO program). 

b. All accesses except Ground Control and Clearance Delivery 
available, 

c. Only Ground Control, Clearance Delivery and Aircraft 
accesses available. 

This series was chosen to evaluate the impact on the total multiple access problem of 

those accesses used exclusively by aircraft on airport surfaces.   Presumably, if it 

became necessary to limit the number of active accesses due to other waveform design 

considerations, those surface accesses could be handled differently than those required 

for airborne aircraft.   They could be handled differently because; transceivers operating 

in these accesses need not radiate beyond the boundaries of airports, and it is reason- 

able to assume that in most cases, potential interferers at different airports will never 

be in radio line-of-sight of each other. 

All three runs are plotted in Figure 8-16    It can be seen that the ground control 

and clearance delivery channels do have considerable impact on the total user traffic. 

This was anticipated because of the lengthy transmissions that occur on the clearance 

deli very channel.   However, the potential queueing of users is considerably less than 

anticipated.   The following data was obtained from the simulation run results. 

Run No, Accesses Number of Simultaneous Users 
Maximum Minimum Mean Variance 

1 

2 

3 

All 

All but GC     CD 

GC, CD    AF only 

87 

75 

33 

24 

15 

0 

55.1 

41.5 

13.5 

202. 8 

176. 1 

64.1    i 

These results characterize the multiple access situation in the 150 nautical mile 

diameter circular ground projection of the scenario air space.   The 479 aircraft in 

this area individually occupy, on the average. 36. 89 square miles, resulting in an 

average spacing of each aircraft from its closest neighbors of 6.07 nmi.   However, 

as was shown in Section 8. 6.7, the actual average spacing on high altitude airways 

(jet routes) would be 16 nmi. while on low altitude airways it would be 7.6 nmi.   In 

airport approach and departure patterns spacing would be down to one nmi.   On airport 

surfaces, actively transmitting aircraft may lie within a wingspan of each other. 
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it should be recalled that the aircraft density producing the above results is 

based on a saturated condition at the commercial airports.   That is, these airports 

cannot accept or release aircraft a,1, a faster rate than that presumed in the simula- 

tion.   The only ways of increasing the population density of aircraft would be the 

inclusion of more commercial airports or parallel runways, increasing the relative 

proportions of military or general aviation aircraft, or increasing the proportion of 

enroute aircraft of all classes.   At present, there is no evidence to support doing any 

of these things as the data used includes future expansion factors. 

Scenario areas described as 250 and 500 nrni diameter circles are fre- 

quently mentioned in connection with CNI studies.   This is probably due to the 

250 nmi line-of-sight radio/radar range typical of high altitude aircraft    If the 

population density of aircraft in the ATC scenario were projected to fill these 250 

and 500 ms\i circles, then they would enclose 1, 331 and 5, 332 aircraft respectively- 

However, this simple projection of the same density into a larger area is not con- 

sidered realistic because it is more likely that the peripheral areas would be much 

less densely populated than the center area.   Reasonable approximations to the traffic 

density in these extended areas and the resulting impact on multiple access can be 

made by finding the typical density in the peipheral areas and adding this to the results 

already obtained.   For example, the 250 mi and 500 mi areas would result in the 

respective additions of 400 nmi and 1400 nmi of high altitude airways.   Maintaining the 

same separation of aircraft on airways already developed would result in the respective 

additions of 53 and 189 additional enroute jet aircraft to be added to those already 

present.   This one factor alone would raise the total aircraft in the scenario volumes 

to 5152 and 663 respectively.   Other factors to be considered are the low altitude air- 

ways, outlying airfields and adjacent traffic control centers. 

Note:   These results are based on simulation runs equivalent to periods of 

observation (look window widths) of only 205 seconds.   It is believed that simulation 

runs equivalent to look windows of 580 seconds will reveal all the essential data that 

can be obtained from the simulation.   This is because the longest interval spacing (the 

parameter S) in the input data is 579 seconds and, therefore, the output data .should 

become essentially cyclic, with minor randomness, after this length of time.   How- 

ever, thus far computer runs longer than those presented in Figure 8-15 have not been 

made due to the extended computer time required for thfs program, 
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8. JO DATA LINKS 

The baseband information transmitted via a CNI waveform may be categorized 

as follows: 

1, Information required on a routine or cyclic basis such as: 

• Data required for an aircraft to determine its own 

navigational position. 

• Data required by traffic or tactical control facilities 

to track the aircraft ind label its "blip" on dynamic 

situation displays. 

• Routine tactical or flight information data exhcange 

between aircraft and ground. 

2. Information required on demand such as: 

• Identification of an unknown target by interceptors 

or other weapon control facilities, and traffic 

control facilities. 

• Voice traffic. 

Information in Category 1 is amenable to organization schemes involving coordination 

between users and repetitive sequential data transfer ir. >rder to maintain orthogonality 

and avoid mutual interference.   Information in Category 2 is difficult to organize and 

subject to periods when the data transfer demand may exceed the data rate of the CNI 

waveform (queueing).   Thus far, the analysis has addressed voice traffic, and it has 

been presumed that all voice traffic falls in the ''on demand" category.   Much of this 

voice traffic and, consequently, the multiple access problems it causes could be 

eliminated by isolating those voice messages that are concerned with transferring 

Category 1 type data and transmitting them on an organized data link net.   The most 

immediately apparent types of messages that can be isolated for data link transmission 

are those concerned with transferring the data required for flight following and hand- 

off from one traffic control unit to the next.   These data requirements were listed in 

Section 8.5.2.      When these data are transferred by voice link, 30 to 45 percent of 

the required transmission time is wasted in establishing initial contact and in se?f- 

identification.   For example, consider the following sequence: 

*: Air Force 4-1-1-9-5, This is New York Radio, over. 

2. New York, Air Force 4-1-1-9-b, go ahead. 
a: Air Force 1-9-5, New York, request your present position, over. 
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4. New York, 1-9-5, crossing Hampton VORTAC at one-zero 

thousand, over, 

5. 1-9-5, New York, roper, contact Boston Radio on one-three- 

two point four at Montauk intersection, over. 

6. Air Force 1-9-5, roger out.   Note:  At this point, Air Force 

195 may repeat part or all of Transmission 5 at his 

discretion for New York's approval to be certain he has copied 

it correctly.   Upon reaching Montauk, Air Force 195 manually 

switches from New York's frequency to Eoston's (132.4 MHz) 

and calls Boston. 

7»        Boston Radio, this is Air Force 4-1-1-9-5, Montauk inter- 

section, one-zero thousand,  over. 

8»        Air Force 4-1-1-9-5, Boston, roger, squawk mode 3, cods 

one-one, over. 

9.        1-9-5 roger, squawking mode 3, code one-one, over. 

195, Boston, have you in radar contact, contact Boston Approach 

Control on one-two-four point four at Providence, over. 

Note:   At Providence,  Air Force 195 will again manually change 
frequency and another round of alerting and identifying transmissions 
will ensue.   The same thing will happen again when 195 switches from 
Boston Approach Control to Hanscom Tower (L. G. Hansom Field has 
been assumed as the aircraft's destination in this hypothetical example). 

Transmission series such as this account for 22 percent of all transmissions 

in the enroute flight phase, 10 percent in the arrival phase and 20 percent in the 

departure, ground, and local control phases.   These are the transmissions concerned 

only with tracking and identifying the aircraft during its progress along its route.   If 

data items a, b, c, d, f, and g shown in   Section  8.5.2   were routinely exchanged 

between aircraft and ground stations on a coordinated data link net, virtually all 

transmission series of the above type could be eliminated.   With a data transmission 

rate of 2400 bits per second, each aircraft could provide ground stations with all the 

data necessary for tracking and identification in a 50 millisecond transmission burst. 

Burst's could be transmitted on a cyclic basis according to some coordination scheme, 

or they could be triggered by interrogation from the ground.   In either case, it seems 

reasonable to have the various ground stations along an aircraft's flight path auto- 

matically access the aircraft's address rather than continue the present practice of 

manual frequency changes by the pilots to access the various ground stations.   This 
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point becomes parti jularly pertinent in the case of SST's.   Such aircraft will fly from * 

one ground station's area of jurisdiction to another's more quickly than the present 

voice report-in, beacon control, hand-off, and manual frequency change procedures 
will permit. 

Another important aroa for consideration of data links is in the delivery of 

flight clearances.   It was shown in  Section 8.9   that considerable queueing occurs 
due to the longer than average length of these transmissions.   If some form of data 

buffering and a readout device are provided in aircraft, clearances could be data 

linked with considerable reduction in channel queueing.   For example, consider the 

following typical clearance: 

ATC clears Air Force 41195 to the Tulsa Airport via Victor 14. 
Turn right after departure, proceed direct to the Oklahoma City 
Vortac.   Maintain three thousand to the Oklahoma City Vortac. 
Hold West on the Oklahoma City 277 radial.   Climb to five 
thousand in the holding pattern before proceeding on course. 
Maintain five thousand until crossing the Ponca City 167 Radial. 
Climb to and maintain seven thousand.   Departure control fre- 
quency will be 121.1. 

This clearance takes approximately 35 seconds to transmit at average speed by voice, 
not including prefixes and suffixes required by radio procedures.   If data linked at 

2400 bits per second, it would require 1. 068 seconds to transmit, assuming 6 bits per 

alphanumeric character.   If hard-copy readout Is provided in the aircraft, the addi- 

tional time required fpr pilot readback would also be eliminated. 

Finally, standardized instructions such as "climb to (altitude), descend to and 

maintain (altitude)", etc. could be data linked and displayed in the cockpit rather than 
accepted by voice.   Displays such as the one shown in Figure 8-17 have been proposed 

for this purpose.   Their stylized nature enables data linking with greater bit-economy 

tnan plain English text. 

* 
Pilot's Radio Handbook, Federal Aviation Agency, Washington, D.C., 1962. 
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Display Readout Interpretation 

6000 J 
Descend to 6000 feet. 

15000 

RR 
OKC 

Climb to and maintain 15000 feet 

Report reaching Oklahoma City 
VORTAC. 

Figure 8-17.   Data Link Displays 

8.11   IDENTIFICATION 

8. 11. 1   COORDINATED IDENTIFICATION 

Many of the problems of the current IFF system arise because of the lack of 

coordination among interrogators and the lack of selectivity in interrogations, i.e., 

each interrogation elicits many replies in addition to the desired one.   In an effort to 

reduce the proliferation of responses, methods of coordinating the identification sys- 

tem are worthy of consideration. 

8. 11 2  SPONTANEOUS REPLIES 

In this approach, each aircraft is given an assigned slot position in a TDMA 

channel.   Each time its slot comes up, the aircraft broadcasts an identity /position 

rtport.   All v/ould-be interrogators monitor thie. channel, selecting, by identity or 

position, those messages that are of interest for further display, computation or 

other action.   The position data contained within these messages could be in a common 

grid coordinate system, derived from the ICNI navigation subsystem.   The required 
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data was presented in   Sectlc» 8.5.2,    This method of spontaneous replies is useful 
for flight following and collision avoidance as well as identification.   The disadvantage 
of this scheme is the necessity of allocating the slots to aircraft on a dynamic basis 

in order to obtain reasonable efficiency in the use of the channel. 

8.11.3  COORDINATED INTERROGATION 

It might be somewhat easier administratively to organize the interrogators 

rather than the responders.   In this approach, each interrogator would be assigned a 

slot in a TDMA frame.   In this frame it would transmit a short message requesting 

either an identity reply from an aircraft to a stated location, or alternatively a posi- 

tion report from a given aircraft.   Thus, an aircraft would receive interrogations in 

non-overlapping sequence and the replies would then organize similarly. 
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APPENDIX I 

AIRPORT DISTRIBUTION IN HIGH DENSITY TRAFFIC AREAS 

BOSTON CHICAGO 
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«• 

•            9* 
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.0               »             SO, 
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'•> 

9 
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'|0 IS SO, 
ICAll-NAUT!CAl*IUS 

WASHINGTON O.C. COMPOSITE 
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APPENDIX II 

VOICE MESSAGE TEXT CATEGORIES 

1.   Clearances- Route 
Ammended Route 
Taxi 
Takeoff 
Hold 
Approach 
Land 
Altitude Change 
Speed Change 
Cancellation 
Expect Further Clearance 
Per Request 

2.   Instructions: Taxi 
Departure 
Route 
Approach 
Altitude Change 
Heading Change (Vector) 
To Report 
Read Back 
To Acknowledge 
Go-around 

3.   Routine Reports: Reaching  j 
Leaving    j   Altitude 
Passing    ) 
Entering   j   H w 
Departing )              ° 
Entering   j   TraffIc Pattern 
Departing ) 
Commencing Approach 
Outof;e,g., Procedure Turn 
Executing; e.g., Missed Approach 

4.   Status Reports: Pattern or Area Position 
Overland Position 
Ocean Position                                                      i 
Configuration  (fuel, gear, flaps, persons 

aboard, etc.) 
Present Heading 
Present Speed 

-690- 



5.   Special Reports: PIREPR 
POMAR 
CIRVIS                                                                               ! 
Near Miss 
Lost 
Failure 
Accident 
Emergency 
Unusual Event 

6.   Advisories: Traffic 
Present Weather 
Forecast Weather 
Winds Aloft 
Unusual Condition 
Cautionary 
Facilities Status 
Notice of Intentions 
Notice to Standby 

7.   Requests: Clearances 
Instructions 
Reports 
Advisories 
Assistance 
Supports 
Services 

8.   Supports: Call-up 
Acknowledgement 
Report-In 
Hand-Off 

9.   Amplifying Remarks 

10.   Miscellaneous Beacon Control Commands and Responses 
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APPENDIX III 

TYPICAL MESSAGE SEQUENCE 
DEPARTURE - ENROUTE - ARRIVAL 

Aircraft Message Ground Message 

START 

1.   Call CD, Request Clearance 
3. Acknowledge 
4. Call FSS, Requefit Weather Data 

6. Acknowledge 
7. Call CR 

9.   Acknowledge and Exchange Data 

11.   Monitor ATIS 

2.   CD Says Standby 

5.   FSS Responds with Weather 

8.   CR Acknowledges with Data 

10o   CR Acknowledge 

WAIT 

2.   Inform CD of Rediness to Copy 
Clearance 

4.   Readback Clearance to CD 

6,   Acknowledge 

1.   CD Calls 

3.   CD Reads Clearance 

5.   CD Acknowledges and Amplifies 

WAIT 

1.   Call GC, State Position and Intentions 

3.   Acknowledge 
2.   GC Provides Instructions 

TAXI 

1. Monitor ATIS and NAV 
2. Call TW with Position and Intentions 

4.   Acknowledge 
3.   TW Issues Taxi and Hold Instruction 

TAKE-OFF 

2, Acknowledge 
3. Call TW When Airborne 

1.   TW Issues Take-Off Clearance 
and Instruction for Hand-Off to DP.     | 

4.   TW Acknowledge 
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Aircraft Message Ground Message 

TAKE-OFF (Continued) 

5.   Call CR with Time Off, Fuel Status, 
Gross Weight, Passenger Data and 
FTA 

6.   CR Acknowledge 
7.   Call DP with Position and Status 

8.   DP Acknowledge with Ident. Instr. 
9.   Acknowledge and Comply 

DEPARTURE 

1.   DP Calls with Nav. Instr. and 
Sector Hand-off 

2.   Acknowledge with Readback 
3.   Call DP with Position (check in with 

new sector) 
4.   DP Calls with NAV. Instr. and 

Hand Off to ARTCC 
5.   Acknowledge with Readback 

ENROUTE 

1.   Call ARTCC with Position 
2.   ARTCC Acknowledge with Ident. Instr 

3.   Acknowledge and Comply 
4.   ARTCC Requests Heading 

5.   Supply Heading Data 
6.   ARTCC Issues Turn Instruction 

7.   Acknowledge Readback and Comply 

CRUISE 

1.   Request Altitude Change 
2.   ARTCC Issues Altitude Change Instr, 

3.   Acknowledge with Readback 
4.   Report Leaving Present Altitude 

5.   ^RTCC Acknowledge 
6.   Report Passing Altitude Level Called 

Out in Instructions 
7.   ARTCC Acknowledge 

8.   Report Reaching Altitude 
9,   ARTCC Acknowledge 

10.   ARTCC Calls with Hand Off to Next 
Center 

11.   Acknowledge with Readback 

CRUISE 

1.   Call ARTCC with Position 
2.   ARTCC Acknowledge 

3.   Ca'l CR, Request Weather Data 
4.   CR Supplies Weather Data 
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Aircraft Message Ground Message 

CRUISE (Continued) 

5.      ckncwledge 
6.   Call ARTCC, Request Weather Data 

7. ARTCC Supplies Weather Data 
8.   Acknowledge 

CRUISE 
1.   Call ARTCC 

2. ARTCC Acknowledge 
3.   Give Position Report to ARTCC 

4. ARTCC Acknowledge with Data 
5.   Call CR 

6. CR Acknowledge 
7.   Give Maintenance Report, ETA and 

Request Gate Assignment 
8. CR Acknowledge and Supply Data 
9. ARTCC Calls 

10.   Acknowledge                                * 
11. ARTCC Issues Altitude Change 

Instruction 
12.   Acknowledge with Readback 
13.   Report Leaving Present Altitude 

14. ARTCC Acknowledge 
15.   Report Passing Altitude Level Called 

in Instruction 
16. ARTCC Acknowledge 

17.   Report Reaching Altitude 
18. ARTCC Acknowledge 

ARRIVAL 
1.   Call ARTCC with Position 

2. ARTCC Acknowledge with Altitude 
Change, NAV Instruction and Hand- 
Oif to Next Sector 

3.   Acknowledge with Readback and Report ■ 

Leaving Altitude 

DESCEND 

1.   Report Passing Intersection with 
Altitude 

2. ARTCC Acknowledge 
3.   Call ARTCC with Position 

4. ARTCC Acknowledge with Altitude 
Change, NAV Instruction and Hand- 
Off to Next Sector 

5.   Acknowledge with Readback and Report 
Leaving 

6.   Monitor ATSS 
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Aircraft Message Ground Message 

DESCEND (Continued) 

7,   Report Passing Intersection with 
Altitude 

9.   Acknowledge with Readback 
10.   Call AP with Position and Altitude 

12.   A cknov iedge with Readback and 
C omply 

8.   ARTCC Acknowledge with Hand-Off 
to AP 

11.   AP Acknowledge with Vector and 
Altitude Instruction 

APPROACH 

1.   Call AP with Position and Altitude 

3.   Acknowledge with Readback and 
Comply 

5. Acknowledge with Readback 
6. Call TW with Position 

8.   Acknowledge 

2.   AP Acknowledge with Vector and 
Altitude Instruction 

4.   AP Calls with NAV Data and Hand- 
Off to TW 

7.   TW Acknowledges with Data 

LAND 

1,   Call VW with Position 

3.   Call CR with Time On and Main- 
tenance Data 

2.   TW Acknowledges with Landing 
Clearance 

4,   CR Acknowledges and Verifies Gate 
Assignment 

TAXI 

2.   Call GC with Position and Intentions 

4.   Acknowledge 

1.   TW Calls with Hand-Off to GC 

3.   GC Acknowledge with Instruction 

TAXI AND SHUT-DOWN 
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APPENDIX IV 

ALPHA FILE 

This file comprises the primaiy input data for the simulation program    Key 

to file codes may be found in Table 8-4. 
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Table IV -1. ALPHA Fil e, Coi Timerci? il Depar tures. 

1*49 
AF C 0 CD C 0 DC 101 0 5 90 
CD C 0 AF C 0 DC 102 5 10 90 
AF C 0 CD C 0 DC 103 10 12 90 
AF C 0 CR C 0 DC 104 60 63 90 
CRCO AF C 0 DC 105 63 90 90 
AF C 0 CR C 0 DC 106 90 94 90 
CRCO AF C 0 DC 107 94 95 90 
CD C 0 Af C 0 DC 108 240 246 90 
AF C 0 CD C 0 DC 109 246 248 90 
CD C 0 AF C 0 DC 110 248 285 90 
AF C 0 CD C 0 DC 111 285 322 90 
CD C 0 AF C 0 DC 112 322 326 90 
AF C 0 CD C 0 DC 113 326 327 90 
AF C 0 GC C 0 DC 114 420 426 90 
GC C 0 AF C 0 DC 115 426 428 90 
AF C 0 GC C 0 DC 116 428 431 90 
AF C 0 TW C 0 DC 117 600 603 90 
TW C 0 AF C 0 DC 118 603 607 90 
AF C 0 TW C 0 DC 119 607 608 90 
TW C 0 AF C 0 DC 120 630 638 90 
AF C 0 TW C 0 DC 121 638 639 90 
AF C 0 TW C 0 DC 122 675 681 90 
TW C 0 AF C 0 DC 123 681 683 90 
AF C 0 CR C 0 DC 124 687 702 90 
CRCO AF C 0 DC 125 702 704 90 
AF C 0 DP N 1 DC 126 705 712 90 
DP N 1 AF C 0 DC 127 712 714 90 
AF C 0 DP N 1 DC 128 714 717 90 
DP N 1 AF C 0 DC 129 643 856 90 
AF C 0 DP N 1 DC 130 856 869 90 
AF C 0 RC N 1 DC 131 1023 1027 90 
RC N 1 AF C 0 DC 132 1027 1040 90 
RC N 1 AF C 0 DC 133 1203 1211 90 
AF C 0 RC N 1 DC 134 1211 1219 90 
AF C 0 RC N 1 DC 135 1323 1329 90 
RC N 2 AF C 0 DC 136 1329 1331 90 
AF C 0 RC N 2 DC 137 1331 1334 90 
RC N 2 AF C 0 DC 138 1335 1342 90 
AF C 0 RC N 2 DC 139 1342 1349 90 
AF C 0 RC N 2 DC 140 1350 1353 90 
RC N 2 AF C 0 DC 141 1353 1354 90 
AF C 0 RC N 2 DC 142 1530 1533 90 
RC N 2 AF C 0 DC 143 1533 1534 90 
A" C 0 RC N 2 DC 144 1710 1713 90 
RC N 2 AF C 0 DC 145 1713 1714 90 
RC N 2 AF C 0 DC 146 2250 2255 90 
AF C 0 RC N 2 DC 147 2255 2260 90 
AF C 0 RC N 3 DC 148 2490 2499 90 
RC N 3 AF C 0 DC 149 2499 2500 90 
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Table   IV-2.   ALPHA File, Commercial Arrivals 

50» 79 
AFCO RCN3 AC SOI 0 9 90 
RC N  3 AF C  0 AC 2C2 9 24 90 
AF  C 0 RC N  3 AC 203 24 39 90 
AF  C 0 RC  N 3 AC 204 148 151 90 
RC N  3 AF C 0 AC 205 151 152 90 
AF  C 0 RC N 3 AC 206 257 260 90 
RC  N  3 AF C  0 AC 207 260 275 90 
AF C 0 RC N 3 AC 208 275 305 90 
AF  C  0 RC N  3 AC 309 366 369 90 
RC  N 3 AF C 0 AC 210 369 378 ?(i 
AF C 0 RC N  3 AC 211 378 387 90 
AF  C 0 RC N 2 AC 212 474 483 90 
RC N 2 AF C 0 AC 213 483 493 90 
AF C 0 RC N 2 AC 214 493 503 90 
AF  C  0 AP N   I AC 215 710 719 90 
APN   I AF C 0 AC 216 719 729 90 
AF  C 0 AP N   1 AC 217 729 739 90 
AP N 0 AF C 0 AC 218 917 921 90 
AF  C  0 AP N   1 AC 219 921 924 90 
AF C 0 TV  C 0 AC 220 1134 1140 90 
THCO AF C 0 AC 221 1140 1150 90 
AF  C 0 TV   C 0 AC 222 1150 1151 90 
AF  C 0 TV  C 0 AC 223 1382 1388 90 
TV  C  0 AF C  0 AC 224 1388 1391 90 
Ar   CO CSCO AC 225 300S 1627 90 
CR C  0 AF C 0 AC 226 1627 1634 90 
TV  C 0 AF C 0 AC 227 1644 «651 90 
AF  C 0 SCO AC 228 1654 1658 90 
GC C 0 AF C 0 AC 229 1658 1663 90 
AF  C  0 SCCO AC 230 1661 J665 90 
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Table    IV-3.   ALPHA File, Military Departures 

SO»116 
AF  M   0 CD  M   0 DM 301 0 S 560 
CD  M  0 AF  M   0 DM 302 5 10 560 
AF  M  0 CD M  0 Drt 303 10 12 560 
CD  M  0 AF M  0 DM 304 240 246 560 
AF M 0 CD M  0 DM 305 246 248 560 
CD M 0 AF M  0 DM 306 246 285 560 
AF M  0 CD M  0 DM 307 285 322 560 
CD M  0 AF M  0 DM 308 322 326 560 
AF  M  0 CD M  0 DM 309 326 327 560 
AF M  0 GCMC DM 310 420 426 560 
GC M  0 AF M  0 DM 311 426 426 560 
AF M  0 GC M 0 DM 312 428 431 560 
AF M  0 TV  M  0 DM 313 600 603 560 
TWMO AFMÜ DM 314 603 607 560 
AF  M  0 TW M  0 DM 315 607 608 560 
TV M  0 AF M  0 DM 316 630 638 560 
AFMO TV  HO DM 317 638 639 560 
AF M  0 TV M  ö DM 318 675 681 560 
TV M  0 AF M  0 DM 319 681 683 S60 
AF M  0 DP N   1 DM 320 705 712 560 
DP  N   1 AF  K  0 DM 321 712 714 560 
AF M  0 DP N   1 DM 322 714 717 560 
AF  M 0 DP N   1 DM 323 818 825 560 
DP  U   I AF M  0 DM 324 825 833 560 
AF M  0 RC  N   1 DM 325 998 1002 560 
RCN   I AF M  0 DM 32C 1002 1015 560 
AF M  0 RC  N 0 DM 327 1015 1020 560 
AF M  0 RC  N   1 DM 328 1178 1191 560 
RC  N   1 AF  0  0 DM 329 1191 1199 560 
AF M  0 RC  N   I DM 330 1199 1207 560 
AF  M  0 RC  N  2 DM 331 1358 1361 560 
RC  N  2 AF M  0 DM 332 1361 1362 560 
AF M  0 RC  N  2 DM 333 1806 1814 560 
RC  N 2 AF M  0 DM 334 1814 1816 560 
AF  M  0 RC N  2 DM 335 1816 1819 560 
RC  H 2 AF  M  0 DM 336 2023 2036 560 
AF  M  0 RC  N  2 DM 337 2036 2044 560 
AF  M  0 RC  N  3 DM 336 2256 2265 560 
RC  N  3 AF M  0 DM 339 2265 2266 560 
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Table   IV-4.   ALPHA File, Military Arrivals 

Ü9. 148 
AF M 0 RC N 3 AM 40 3 0 9 560 
RC N 3 AF M 0 AM 402 9 24 560 
AF M 0 RC N 3 AM 403 24 39 560 
AF M 0 RC N 3 AM 404 552 561 560 
RC N 3 AF M 0 AM 40 5 561 576 560 
AF M 0 RC N 3 AM 406 576 591 560 
AF M 0 RC N 2 AM 407 816 825 560 
RC N 2 AF M 0 AM 408 825 840 560 
AF M 0 RC N 2 AM 409 840 855 560 
AF M 0 AP N 1 AM 410 1080 1084 560 
AP N 1 AF M 0 AM 411 1084 1086 560 
AF M 0 AP N 1 AM 412 1088 1089 560 
AF M 0 AP N 1 AM 413 1900 1203 560 
AP N 1 AF M 0 AM 414 1203 1204 560 
AF M 0 AP M 1 AM 415 1260 1263 560 
AP N 1 AF M 0 AM 416 1263 1264 560 
AF M 0 AP N 1 AM 417 1320 1323 560 
AP N 1 AF M 0 AM 418 1323 1326 560 
AF M 0 AP N 1 AM 419 1440 1443 560 
AP N 1 AF M 0 AM 420 1443 1449 560 
AF M 0 AP N 1 AM 421 1449 1450 560 
AF M 0 TV M 0 AM 422 1451 1454 560 
TW M 0 AF M 0 AM 423 1454 1457 560 
AF M 0 TV M 0 AM 424 1457 1458 560 
AF M 0 TV M 0 AM 425 1550 1553 560 
TV M 0 AF M 0 AM 436 1553 1554 563 
TW M 0 AF M 0 AM 427 1564 1590 560 
AF M 0 nc M 0 AM 428 1595 1599 560 
GC M 0 AF M 0 AM 429 1599 1604 560 
AF M 0 GC M 0 AM 430 1604 1606 560 

-700- 



Table   IV-5.   ALPHA File, General Aviation Departures 

149« 194 
AF G 0 CD G 0 GD 501 0 5 576 
CD 6 0 AF G 0 GD 502 5 10 578 
AF G 0 CD G 0 GD 503 10 12 578 
AF G 0 GC G 0 GD 504 22 28 578 
GC G 0 AF G 0 GD 505 28 34 578 
CD G 0 AF G 0 GD 506 300 303 578 
AF G 0 CD G 0 GD 507 303 305 578 
CD G 0 AF G 0 GD 508 305 342 578 
AF G 0 CD G 0 GD 509 342 379 578 
CD G 0 AF G 0 GD 510 379 383 578 
AF G 0 TV G G GD 511 388 391 578 
TW G 0 AF G 0 GD 512 391 395 578 
AF G 0 TV G 0 GD 513 395 396 578 
TV G 0 AF G 0 GD 514 410 418 578 
AF G 0 TV G 0 GD 515 418 419 578 
AF G 0 TV G 0 GD 516 429 435 578 
TV G 0 AF G 0 GD 517 435 437 578 
AF G 0 DP N 1 GD 513 437 444 578 
DP N 1 AF G 0 GD 519 444 447 578 
AF G 0 DP N 1 GD 520 447 449 578 
AF G 0 DP N 1 GD 521 598 601 578 
DP N 1 AF G 0 GD 522 601 602 578 
AF G 0 DP N 1 GD 523 718 721 578 
DP N 1 AF G 0 GD 524 721 729 578 
AF G 0 DP N 1 GD 525 729 737 578 
AF G 0 DP N 1 GD 526 1198 1201 578 
DP N 1 AF G 0 GD 527 1201 1202 578 
AF G 0 DP N 1 GD 528 1678 1681 578 
DP N 1 AF G 0 GD 529 1681 1689 578 
AF G 0 DP N 1 GD 530 1689 1697 578 
AF G 0 RC N i GD 531 1700 1704 578 
RC N 1 AF G 0 GD 532 1704 1711 578 
AF G 0 RC N 1 GD 533 1711 1718 578 
RC N 1 AF G 0 GD 534 2032 2039 578 
AF G 0 RC N 1 GD 535 2039 2046 578 
RC N 0 AF G 0 GD 536 2364 2371 578 
AF G 0 RC N 1 GD 537 2371 2378 578 
AF G 0 RC N 1 GD 538 2698 2702 578 
RC N 1 AF R 0 GD 539 2 702 2715 578 
AF G 0 RC N 1 GD 540 2715 2728 578 
RC N 1 AF G 0 GD 541 2728 2729 578 
AF G 0 RC N 3 GD 542 2734 2738 578 
RC N 2 AF G 0 GD 543 2738 2741 578 
AF G 0 RC N 2 GD 544 2741 2742 578 
AF G 0 RC N 3 GD 545 4378 4382 578 
RC N 3 AF G 0 GD 546 4382 4385 578 
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Table  JV-6.   ALPHA File, General Aviation Arrivals 

195««84 
AF a 0 RC 
AC 
AF 
RC 
AF 
RC 
AT 6 
AF G 

N 
8 
N 
G 
N 

AF 
AF 

AF 
AP 
AF 
AF 
AP N 
AF G 
AF 
TW 
AF 
TW 
TW 
AF 
GC 
AF 

RC N 2 
AF G 0 
AF G 0 
RC N 1 

0 
0 

G 
6 

RC N 1 
AF G 0 

G 
N 
G 
G 

AF 
RC 
AF 
RC 
AF 
RC 
RC 
AF 
RC 
RC 
AF 
RC 
RC 
AF 
RC 
AP 
AF 
AP 
AP 
AF 
AP 
TW 
AF 
TW 
AF 
AF 
GC 
AF 
GC 

3 
0 
2 
0 

N 2 
G 0 
N e 
N 2 
G 0 
N 2 
N 
G 
N 
N 
G 
N 
N 
G 
N 
N 
G 
N 
G 
G 
G 
G 
G 
G 
G 
G 

GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
CA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 
GA 

601 
602 
603 
604 
605 
606 
607 
608 
609 
610 
611 
612 
613 
614 
615 
616 
617 
618 
619 
620 
621 
622 
623 
624 
625 
626 
627 
628 
629 
630 

0 
4 

840 
843 
844 
848 
861 
1680 
1684 
1697 
2016 
2019 
2032 
2352 
2355 
2358 
2688 
2692 
2695 
3024 
3027 
3030 
3360 
3366 
3945 
3948 
3960 
3977 
3981 
3986 

4 
7 

843 
844 
848 
861 
863 
1684 
1697 
1705 
2019 
2032 
2040 
2355 
2358 
2361 
2692 
2695 
2698 
3027 
3030 
3033 
3366 
3376 
3948 
3951 
3967 
3981 
3986 
3988 

578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
578 
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Table    IV-7.   ALPHA File, Enroute Traffic 

225*232 
AF C 0  RC N 3 EC 701 0 3 55 
RC N 3  AF C 0 EC 702 3 5 55 
AF C 0  RCN3 EC 703 5 9 55 
RC N 3  AF C 0 EC 704 9 10 55 
AF C 0  RC N 2 AC 705 1080 1083 55 
RC N 2  AF C 0 EC 706 1083 1085 55 
AF C  0     RC N 2     EC     707     1085     1089 55 
RC N 2     AF  C  0     EC     708     1089     1090 55 

233*240 
AF M 0 RC N 2 EM 801 0 3 55 
RC N 2 AF M 0 EM 802 3 5 55 
AF M 0 RC N 2 EM 803 5 9 55 
RC N 2 AF M 0 EM 804 9 10 55 
AF M 0 RC N 3 EM 805 1080 1083 55 
RC N 3 AF M 0 EM 806 1083 1085 55 
AF M 0 RC N 3 EM 807 1085 1089 55 
RC  N  3     AF M  0     EM     808     1089     1090 55 

241*253 
AF G 0 RC N 3 EG 901 0 3 360 
RC N 3 AF G 0 EG 902 3 5 360 
AF 6 0 RC N 3 EG 903 5 9 360 
RC N 3 AF G 0 EG 904 9 10 360 
AF G 0 RC N 1 EG 905 1475 1478 360 
RC N 1 AF G 0 EG 906 1478 1480 360 
AF G 0 RC N 1 EG 9Ü7 1480 1434 360 
RC N 1 AF G 0 EG 908 1464 1485 360 
AF 0 0 RC N 2 EG 909 2940 2943 360 
RC N 2 AF G 0 EG 910 2943 2945 360 
AF G 0 RC N 2 EG 911 2945 2949 360 
RC N 2 AF G 0 EG 912 2949 2950 360 
00   0   0     00   0   0      )0    1000      0000      0000        0000 
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APPENDIX   V 
i 

REVISED BRAVO PROGRAM 

100 AS="4*285T2B5*2B5?2B4r/" 
220 J=l 
230 U=l 
240 w=o 
300 Dl="00000" 
310 D2="00000" 
320 D3="00000" 
408 TEXT A(253,1):41 
410 0PEN/CHARLY3/ ,OUTPUT,3 
420 OPEN/ALPHA/,INPUT,2 
430 FOH 1=1 TO 2 53 
440 INPUT FROM 2:A(I,1> 
442 D4=VAL(SUBSTR(A(I,1),20,2>> 
444 X=D4~Q 
446 IF X=0 THEN 510 ELSE 448 
448 IF W=0 THEN 450 ELSE 490 
450 D5=U*100 / 
452 D6=D5+99 
4 54 WHITE ON 3 IM FORM AS: J, Dl,D2,D3* D5 ' 
455 WHITE      IN FORM A*:J,Dl,D2,D3, D5 
4 56 J=.J+ 1 
4 58 WRITE ON 3 IN FORM AS: J, D* , D2, D3, D6 
459 WRITE      IN FORM AS:J,Dl,D2,D3, D6 
460 J=J+1 
461 IF D4=10   THEN 462 ELSE 500 
462 D7=D4*100 
470 WRITE ON 3 IN FORM AS:J,Dl,D2,D3, D7 
471 WRITE      IN FORM AS:J,Dl,D2,D3J D7 
480 (10 10 860 
490 W~0 
500 OaQ+l 
510 T1=LEFT(A(I,1>,2> 
520 T2=SUBSTR(A(I,1 >,4, 1) 
530 T3=SUBSTR(AC!,1),6, 1) 
540 R1=SUBSTRCA(I,1),9,2; 
550 R2=SIJBSTR(A(I,1),12/ U 
560 R3=SUBSTR(ACI ., 1), 14, 1 ) 
570 P=SUBSTR(ACI,1),17,2) 
580 F=SUBSTR(A(I,1),25,5) 
590 n = StJBSTK(An, 1),31,5) 
594 S*RIGHT(ACI#1>«5> 
598 Z=SUBSTR(A«I,I),20,4) 
610 IF T1="CD" OH T1="GC" OH T1="AF" THEN 640 ELSE 850 
640 IF H1="CD" OR Rl=MnC" OR K1="AF" THEN 800 ELSE 850 
800 WRITE ON 3 IN FORM AS: J,F*fi,S»Z 
801 WRITE      IN FORM AS: J,F, G,S,Z 
820 Wsl 8 50 NEXT I 
840 J=J+1 860 CLOSE 2,3 

890 WRITE:"END" 
900 END 

* 
See note to Section 8. 8. 2. 5 for explanation and Appendix XVI for a flow diagram. 
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APPENDIX    VI 

FT.OW DIAGRAM OF REVISED BRAVO PROGRAM 

DEFINE OUTPUT FORMAT 0 0 
J • 1, Q • 1, W • 0 

I 
Bl ■ 0, D2 ■ 0, 03 ■ 0 

f READ-IN INPUT FILE J 

c OPEN OUTPUT FILE 

I 
) 

^ACCEPT FIRST DATUM ) 

FIND D4 

HI 
X-D4-Q 

X-0 
FALSE 

FALSE 

W-0 

W-0 

TRUE 

FALSE 

D5-Q- 100 

<   D6 - 05 + 99 

0      0 © 
869-2077 
UNCLASSIFIED 

(c 

Q ■ 0 ♦ 1 

FIND Tl, T2, T3, Rl. R2, R3, 
P, F, G, S, Z 

FALSE 

FALSE 

„--   TE^T OTHER "*x    FALSE 
<^   SU6STRINGSAS  S  

^** DESIRED,--'* 

JTRUE 

( WRITE J, F, C, S, Z   ^\ 
V    ON OUTPUT FILE     J 

0 

D7 • D4 X 100 

.^JVRITED7ÖNN 

VOUTPUTFUJ/ 
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1*53 
APPENDIX VII. CHARLIE File 

J 60 63 90 104 
.2 63 90 90 105 
3 90 94 90 106 
4 94 95 90 107 
5 600 603 90 117 
6 603 607 90 118 
7 607 608 90 1 19 
8 63C 638 90 120 
9 638 639 90 121 
10 675 681 90 122 
11 681 683 90 123 
IS 687 702 90 124 
13 702 704 90 125 
14 705 712 90 126 
15 712 714 90 127 
16 714 717 90 128 
17 843 856 90 129 
18 856 869 90 130 
19 1023 1027 90 131 
20 1027 1040 90 132 
SI 1203 1211 90 133 
£2 1211 1219 90 134 
23 1323 1329 90 135 
24 1329 1331 90 136 
25 1331 1334 90 137 
26 1335 1342 90 138 
27 1342 1349 90 139 
28 1350 1353 90 140 
29 1353 1354 90 141 
30 1530 1533 90 142 
31 1533 1534 90 143 
32 1710 1713 90 144 
33 1713 1714 90 145 
34 2250 2255 90 146 
35 2255 2260 90 147 
36 2490 2499 90 148 
37 2499 2500 90 149 
38 0 9 90 201 
39 9 24 90 202 
40 24 39 90 203 
41 148 151 90 204 
42 151 152 90 205 
43 257 260 90 206 
44 260 275 90 207 
45 275 305 90 208 
46 366 369 90 209 
47 369 378 90 210 
48 378 387 90 211 
49 474 483 90 212 
50 483 493 90 213 
51 493 503 90 214 
52 710 719 90 215 
53 719 729 90 216 
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53*106 
53 719 729 90 216 
54 729 739 90 217 
55 917 921 90 218 
56 921 924 90 219 
57 1134 1140 90 220 
58 1140 1150 90 221 
59 1150 1151 90 222 
60 1382 1388 90 223 
61 1388 1391 90 224 
62 3005 1627 90 225 
63 1627 1634 90 226 
64 1644 1651 90 227 
65 600 603 560 313 
66 603 607 560 314 
67 607 608 560 315 
68 630 638 560 316 
69 638 639 560 317 
70 675 681 560 318 
71 681 683 560 319 
72 705 712 560 320 
73 712 714 560 321 
74 714 717 560 322 
75 818 825 560 323 
76 825 833 560 324 
77 998 1002 560 325 
78 1002 1015 560 326 
79 1015 1020 560 327 
80 1178 1191 560 323 
81 1191 1199 560 329 
82 1199 1207 560 330 
83 1358 1361 560 331 
f.< 4 1361 1362 560 332 
65 1808 1814 560 333 
86 1814 1816 560 334 
87 1816 1819 560 335 
88 2023 2036 560 336 
89 2036 2044 560 337 
90 L258 2265 560 338 
91 2265 2268 560 339 
92 0 9 560 401 
93 9 24 560 402 
94 24 39 560 403 
95 552 561 560 404 
96 561 576 560 405 
97 576 591 560 406 
98 816 825 560 407 
99 825 840 560 408 
100 840 855 560 409 
»01 1080 1084 560 410 
102 1084 1088 560 411 
103 1088 1089 560 412 
04 1200 1203 560 413 
105 1203 1204 56C 414 
106 1260 1263 560 415 
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106, 159 
106 1260 1263 560 415 
107 1263 1264 560 416 
108 1320 1323 560 417 
109 1323 1326 560 418 
110 1440 1443 560 419 
111 1443 1449 560 420 
112 1449 1450 560 421 
113 1451 1454 560 422 
114 1454 1457 560 423 
115 1457 1453 560 424 
116 1550 1553 560 425 
117 1553 1554 560 426 
118 1584 1590 560 427 
119 388 391 578 511 
120 391 395 573 512 
121 395 396 578 513 
122 410 418 578 514 
123 418 419 578 515 
124 429 435 578 516 
125 435 437 578 517 
126 437 444 578 518 
127 444 447 578 519 
128 447 449 578 520 
129 596 601 578 521 
130 601 602 578 522 
131 718 721 575 523 
132 721 729 578 524 
133 729 737 578 525 
134 1196 120! 578 526 
135 1201 1202 578 527 
136 1678 1661 578 528 
137 1681 1689 578 529 
136 1689 1697 578 530 
139 1700 1704 578 531 
140 1704 1711 578 532 
141 171] 1718 578 533 
142 203S 2039 578 534 
143 2039 2046 578 535 
144 2364 2371 578 536 
145 2371 2378 578 537 
146 2698 2702 578 538 
147 2702 2715 578 539 
14P 2715 2728 578 540 
149 2728 2729 578 541 
1*0 2734 2738 578 542 
155 2738 2741 578 543 
152 2741 274?» 573 5< 1 
153 4378 4382 578 545 
IS» 4 4382 4385 578 546 
155 0 4 578 601 
156 4 7 578 602 
157 840 843 578 603 
158 843 844 578 604 
l«S9 844 648 578 605 
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159, 210 
159 844 843 578 605 
160 848 861 578 606 
161 861 863 578 607 
162 1680 1684 578 608 
163 1684 1697 578 609 
164 1697 1705 578 610 
165 2016 2019 578 611 
166 2019 2032 578 612 
167 2032 2040 578 613 
168 2352 2355 578 614 
169 2355 2358 578 615 
170 2358 2361 578 616 
171 2688 2692 578 617 
172 2692 2695 578 618 
173 2695 2698 578 619 
174 3024 3027 578 620 
175 3027 3030 578 621 
176 3030 3033 578 622 
2 77 3360 3366 578 623 
178 3366 3376 578 624 
179 3945 3948 578 625 
180 3948 3951 578 626 
181 3960 3967 578 627 
182 0 3 55 701 
183 3 5 55 702 
184 5 9 55 703 
185 9 10 55 704 
186 1080 1083 55 705 
187 1083 1085 55 706 
•88 1085 1089 55 707 
189 1089 1090 55 708 
190 0 3 55 801 
191 3 5 55 802 
192 5 9 55 803 
193 9 10 55 804 
194 1080 1083 55 805 
195 1083 1085 55 806 
196 1085 1089 55 807 
197 1089 1090 55 808 
198 0 3 360 901 
199 3 5 360 902 
200 5 9 360 903 
201 9 10 360 904 
202 1475 1478 360 905 
203 1478 1480 360 906 
204 1480 1484 360 907 
205 1484 1485 360 908 
206 2940 2943 560 909 
207 2943 2945 360 910 
208 2945 2949 360 911 
209 2949 2950 360 912 
210 0 0 0 1000 
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APPENDIX    VIII 

COMPUTER PROGRAM "DELTA" 

1. DIMENSI0N FC210),G(210>*S<210>#Z(210> 
2. 0PENCAt/CHARLIE /»INPUT] 
3. 0PENC2*/ECH0 /,0U7PUT3 
4. D0 20 J=l*210 
5. READ<4,800>J*F<J)*GCJ)J.SCJ>*ZCJ> 
6. 800 F0RMAT(I4*2X,I5*2X,I5>2X>I5>2X*I4) 
7. 20 C0NTINUE 
8. LAC=? 
9. LAM=9 

10. LAG=9 
11. UVH=4 
12. LVL=5 
13. D0 500 J=l*209 
14. JF=J 
15. NXTJS=J*1 
16. IX=Z(J>/100. 
17. 480 IY=2(J+1)/100. 
18. IF(IX.ME.iy) G0 10 <1#2»3*4#5,6*7#8»9>IX 
19. G0 T0 50U 
20. 1 JSDC=1 
21. JFDC=JF 
22« SPAC1 =S(J) 
23. 60 T0 490 
24. 2 JSAC=JS 
25. JFAC=JF 
26. SPAC1=SCJ) 
27. G0 TP 490 
28. 3 JSDM-JS 
29. JFDM=JF 
30. SPAC2=S(J) 
31 • G0 T0 490 
32. 4 JSAM=JS 
33. JFAM=JF 
34. SPAC2=S(J> 
35. G0 T0 490 
36. 5 JSDG=JS 
37. JFDG=JF 
38. SPAC3=S(J) 
39. G0 T0 490 
40. 6 JSAG=JS 
41. JFAG=JF 
42. SPAC3=SCJ> 
43. 60 T0 490 
44. 7 JSEC=JS 
45. JFEC=JF 
46. SPAC4=SCJ) 
47. G0 T0 490 
48. 8 JSEM=JS 
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49. JFEMsJF 
50. SPAC4=SCJ) 
51 . G0   TO   490 
52. 9 JSEG=JS 
53. JFEG=JF 
54. SPAC5=S<J) 
55. GO   TO   500 
56. 490 JS=NXTJS 
57. 500 CONTINUE 
58. Trt=3600 
59. KE=0 
60. U=0 
61 . 100 R=0 
62. i L=0 
63. 470 L = L*1 
64. JS=JS0C 
65. JF=JFDC 
CO« SPACE=SPAC1 
67. DEL=0 
68. ASSIGN   510   T0 LINEX 
69. G0   TO   160 
70. 510 JS=JSAC 
71 . JF=JFAC 
72. SPACE=SPAC1 
73. DEL=CSPACE/2)- 1006 
74. ASSIGN   520   TP LINEN 
75. GO   T0   190 
76. 520 IF(L   .NE.   LAC) GO   T 
77. L=0 
78. 515 L=L+1 
79. JS=JS0M 
80. JF=JFDM 
81 . SPACE=SPAC2 
82. DEL=0 
83. ASSIGN   530   T0 LINE* 
84. G0   TO   160 
85. 530 JS=JSAM 
86. JF=JFAM 
87. SPACE=SPAC2 
88. DEL=<SPACE/2)- 946 
89. ASSIGN   540   T0 LINEX. 
90. G0   T0   190 
91 . 540 IFCL    »NE.   LAM] G0   T 
92. L = 0 
93. 545 L = L*1 
94. JS=JSDG 
95. JF=JFDG 
96. SPACE=SPAC3 

470 

5". 
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97. DEL=0 
98. ASSIGN   550   TQ  LINE/. 
99. G0   T0   160 

100. 550   JS=J5AG 
101. Jr=JFAG 
102. SPACE=SPAC3 
103. DEL=<SPACE/2)-2542 
104. ASSIGN 560 T0 LINE* 
105. G0 T0 190 
106. 560 IFCL .NE. LAG) G0 T0 545 
107. L=0 
108. 565 L=L*1 
109. JS=JSEC 
110. JF=JFEC 
111. SPACE=SPAC4 
112. DEL=0 
113. ASSIGN   570   T0  LINE* 
114. G0   T0   170 
115. 570   JS=JSEM 
116. JF=JFEi*l 
117. SPACE = SPAC4 
118. DEL=0 
119. ASSIGN   580   T0   LINEX 
120. G0   T0   190 
121* 580   IF(L   .NE.   L\/H)   G0   T0   565 
122. L=0 
123. 585 L=L*1 
124. JS=JSEG 
125. JF=JFEG 
126. SPACE=SPAG5 
127. DEL=0 
128. ASSIGN 590 T0 LINEX 
129. G0 T0 i70 
130. 590   IFCL.GE.LVD    G0   T0   300 
131. G0   T0   585 
132. 160 ISCAL=SPACE/2 
133. G0 T0 180 
134. 170   ISCAI     SPACE 
135. 180 IRAN   00001 
136. KRAN     JRNRTClf<ANJ*ISCAL 
137. 190   KR=KRAN*DEL 
138. TA=G(JF) 
139. IF<TA .EQ. 0) G0 T0 LINEX 
140. M=0 
141. N-0 
142. 210 IF((KR*N*SPACE>-GE.KE) G0 T0 220 
5 43. N=N+1 
144. G0 T0 210 
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i45. 220   NMAX=N 
146. 230   IFCCKR+N*SPACE+TA).LE.KE)    G0   T0   240 
147. N = N-1 
148. m   T0   230 
149. 240   Ni*IIN = N 
150. N = M«iIN 
151. 250   TN=KE-KR-N*SPACE 
152. J=JS 
153. 260   IF<<TN.GE.F<J>) .AND.CTN.LT.I3U>>>   00   T0   280 
154. 270   J=J+1 
155. IFCJ.LE.JF)   G0   T0  260 
156. N=N+1 
157. IFCN.LE»NMAX)    G0   T0   250 
158. G0   T0   290 
159. 280   M=M+1 
160. G0   T0   270 
161. 290   R = R+M 
162. 295   G0   T0  LINEX 
163. 3"0   IFCR.EQ.U)   G0   T0   700 
164. WRITEC1,600)   KE,R 
165. WRITEC2,600)   KE,R 
166. 600   F0RMAT<F5.,3X,F5.; 
167. 700   U=R 
168. KE=KEM 
169. IFCKE.LT.TW)    G0   T0   100 
170. WRITEC1,600)   KE,R 
171. CL0SEC4) 
172. CL0SE   C2) 
173. DISPLAY   "END" 
174. END 

175. FUNCTION   UDRNRTCJD 
176. JRAN=J 
177. JRAN=JRAN*2051 
178. JRAN=JRAN-CJRAN/419 4304)*419430 4 
179. J=JRAN 
180. U-JRAN 
181. Y=U/4194303.0 
182. UDRNRT=Y 
183. RETURN 
184. END 
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APPENDIX    IX 

ECHO FILE 

(Printout of DELTA Program) 

T N T    N T N 

0 58 64   33 136 62 
2 53 65   28 137 53 
3 48 72   19 138 38 
4 43 73   24 139 • ■ }  7 

5 47 74   3r, 142 33 
9 39 77   48 143 28 

10 34 79   53 144 26 
11 39 80   40 150 31 
13 34 87   35 152 22 
14 44 89   48 153 37 
15 49 90   53 154 23 
17 54 92   48 156 19 
18 49 93   52 162 28 
19 40 94   47 163 33 
22 30 95   56 164 41 
24 20 99   48 167 56 
28 19 ^00   43 169 61   ! 
29 29 101    48 170 75 
30 34 103   34 174 67 
34 42 104   44 176 58 
36 3'. 105   49 177 53 
37 42 107   54 179 58 
39 51 108   49 180 63 
40 55 109   57 182 58 
43 50 112   47 183 53 
44 58 114   37 184 48 
45 53 117   46 190 43 
46 44 118   36 191 48 
48 38 119   38 193 43 
49 33 124   29 194 53 
51 24 126    15 195 58 
53 19 127   20 197 63 
54 17 129   29 198 58 
55 22 130   38 199 66 
59 31 133   33 201 57 
60 30 134    58    1 202 47 
63 41 135   53 204 37 

T - Seconds f >ast simulation start time. 

N -- Number c >£ simultaneous voice transmissions. 
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